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Introduction 

Cellular automata are abstract mathematical systems that live in a discrete space-

time. In the computational universe of cellular automata, physical quantities take on a 

finite set of discrete values which evolve with time. CA consist of a regular grid of cells, 

each of which is in a finite number of states. Each cell evolves in time depending on 

the state of its neighbors and a given set of rules. Cellular automata are often studied 

as models for biological systems; however, they have been used to model freeway 

traffic, earthquakes, forest fire, fluids etc. The most fundamental property of cellular 

automata is the type of grid on which it is computed. It can vary from a simple one-

dimensional line to a k-neighbor multi-dimensional space. As time evolves, 

generations of new cells are created according to a mathematical function that assigns 

to each old cell its new state based on the states of its neighboring cells. The goal of 

this project was to study some properties of cellular automata. 

History 

In the 1940s John von Neumann was working on constructing a self-replicating system. 

His initial design was based on the notion of one robot building another one. This 

design is known as the kinematic model. Developing a kinematic model based self-

replicating system turned out to be a very difficult task and von Neumann, with advice 

from his colleague Stanislaw Ulam, changed his approach to using a mathematical 

abstraction. This led to development of von Neumann’s two-dimensional cellular 

automata. The result was a universal copier and constructor that was able to replicate 

itself within the given computational universe (Pesavento).  
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Figure 1. Implementation of von Neumann’s universal copier and constructor 

In the 1970s cellular automata was popularized by Conway’s Game of Life, a two-

dimensional Moore-neighborhood CA, invented by John Conway with the following 

rules: if a cell has two black neighbors, it stays the same. In the case it has 3 black 

neighbors, it becomes black. For all other cases it becomes white. The following 

illustration shows a pattern within the CA that oscillates as time goes.  

 

                                      

There are other structures such as blocks (stable), spaceships (move through space 

with constant velocity), and guns (creates spaceships). After much effort it has been 

shown that the Game of Life can emulate a universal Turing machine (Chapman).  
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Elementary Cellular Automata 

One-dimensional nearest-neighbor two-state cellular automata are commonly known 

as Elementary Cellular Automata (ECA). They are the simplest one-dimensional CA. 

Each cell has two values (0 or 1), and rules that only depend on its current state and 

the states of its nearest neighbors. Practically, a CA is implemented as having a finite 

number of cells in finite space. A consequence of this is the two boundary cells only 

have one neighbor. There are two remedies to this problem – either treat the empty 

space next to the cells as 0, or let space wrap around as a cylinder allowing the edge 

cells to be neighbors of each other.  

The evolution of an ECA can be described completely by a table specifying the state of 

a given cell will have in the next generation given the state of the cell on its left, its 

own state and the state of the cell on its right. The rule is a mathematical function that 

assigns to a three bit number, a one bit number which corresponds to the new state of 

the middle cell. Since there are 8 possible binary states for 3 cells, there are a total of 

       ECA. 

x f(x) 

000 0 

001 1 

010 0 

011 0 

100 1 

101 0 

110 0 

111 0 

Table 1 
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A generalization to n-number of states with a neighborhood size (width) of k can be 

made.    possible states for k cells, which means there are a total of    
 CA with n-

states and neighborhood size k.  

Wolfram code 

Stephen Wolfram, a major researcher in the field of Cellular Automata and complex 

systems, developed an intuitive naming convention for the 256 different ECA. We 

enumerate all 256 ECA rules with the corresponding output column,            . 

To each rule we assign an integer, 

      
 

 

   

  

Using this naming scheme, the rule that always assigns 0, will be named rule 0, and the 

rule that always assigns 1 will be named rule 255. For example, for the rule stated in 

Table 1, the corresponding wolfram code is 18. It is important to note this scheme can 

be generalized to an n-state nearest neighbor. For an n-state CA, by the same 

reasoning as before there are a total of    
possibilities. Therefore our output column 

is           
   

  
 . To each rule we assign an integer,  
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All 256 ECA rules with their corresponding Wolfram code applied to a starting 

configuration of a single 1 cell in the middle can be found in the appendix. Note that in 

the appendix, a white pixel represents state 0.  

Essentially the Wolfram code employs a decimal representation of the output column 

to identify a rule.  

Totalistic Cellular Automata 

The number of possible CA with a given number of state and neighborhood size grows 

extremely fast, already reaching an order of      for 3-state nearest neighbor CA, and 

     for a 4-state nearest neighbor CA. Wolfram describes another class of CA called 

totalistic CA that reduce the number of different rules significantly.  

A totalistic CA is very similar to a standard CA except for the fact that the domain of 

the mapping function is an integer. Specifically, the domain integer represents the 

sum of all the states in a given input configuration. For example, in a totalistic two-

state nearest neighbor CA, there are 8 possible combinations of input cells (Table 1). 

When we add up the state of each input cell, we get a range between 0 and 3. 

Generally for an n-state k-neighbor CA, we get a range between 0 and         For 

each input, we can assign n different states for output, giving us a total of           

rules for an n-state k-neighbor CA. 

An example of a 3-state nearest neighbor totalistic CA is provided below along with its 

space-time diagram.  
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x f(x) 

  0 1 

1 1 

2 0 

3 2 

4 1 

5 0 

 
6 1 

Table 2  

 

Figure 2: Space-time of totalistic CA with rule stated in Table 2 
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Note that in figure 2, each cell represents a cell, and the brightness of the cell 

represents the state. Therefore, white pixels represent state 2, gray cells state 1, and 

black cells state 0 in this case. We can also employ a similar strategy as the Wolfram 

code for naming totalistic rules by using the decimal representation of the output 

column. In the case of the rule in Table 2, it would be identified as rule 868 3-state 

totalistic CA.  

Computational Universality 

As Minsky said, a universal system is “a completely general instruction-obeying 

mechanism.” Stephen Wolfram while studying cellular automata in the 1980s 

suggested that rule 110 is universal – that is, Turing complete. In computability theory, 

a system of data manipulation rules is said to be Turing complete if and only if it can 

be used to simulate any single-taped Turing machine. A Turing machine, named after 

the English mathematician and computer scientist Alan Turing, is a theoretical device 

that manipulates symbols on a strip of tape according to a given set of rules. Later in 

1990, Matthew Cook, a research assistant to Wolfram proved the conjecture and 

showed that rule 110 is indeed Turing complete (Cook). 

Wolfram Classification Scheme 

A popular method of classifying cellular automata and several other simple 

computational models was defined by Wolfram in his book a New Kind of Science 

(Wolfram). In order of increasing complexity the classes are: 
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 Class 1: Nearly all initial patterns quickly evolve into a stable, homogenous 

state. Any randomness in the initial pattern disappears.  

 Class 2: Nearly all initial patterns quickly evolve into stable or oscillating 

structures. Some of the randomness in the initial pattern remains. Local 

changes to the initial pattern tend to remain local. 

 Class 3: Nearly all initial patterns evolve in a pseudo-random and chaotic 

manner. Stable structures and oscillating structures quickly disappear after 

formation due to neighboring noise. Local changes to the initial pattern tend to 

spread indefinitely. 

 Class 4: Nearly all initial patterns evolve into structures that interact in complex 

and interesting ways. Might eventually transition to exhibiting class 2 type 

behavior; but the number of steps required to reach this state is generally very 

large. Local changes to the initial pattern may spread indefinitely.  

This scheme has been criticized for being ambiguous and not well defined. The 

classification is made by visually looking at the space-time of a CA and picking the best 

fitting category. More importantly, it fails to capture the idea of universal 

computation. 

Analysis 

Analysis of the CA requires fast computation capabilities which doing by hand does not 

provide. Also, a free open-source program that enables the generation of CA that 

supported many features could not be found. Therefore, as part of this project, a 

software program called Cellular Automata User Interface (CAUI) was developed. The 
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program generated grayscale images of desired width and height which represent the 

space-time of one-dimensional CA. As input the program takes the number of states, a 

neighborhood definition, and the rule (either in Wolfram code or a “bit” string). It has 

features such as random initial configuration, wrap-around, etc. The time complexity 

of the algorithm is   where   is the number of generations computed.  

While studying the properties of ECA we came across many questions, as a result a 

major part of this project included proposing possible answers for the questions we 

encountered.  

Recurrence of the Sierpinski triangle 

The Sierpinski triangle is a fractal, a geometric shape that can be split into parts, each 

of which is a reduced copy of the whole, described in 1915 by the Polish 

mathematician Waclaw Sierpinski. A Sierpinski triangle is constructed from a triangle 

by shrinking it to half the size and making three copies which are positioned such that 

each shrunken triangle touches the other two at a corner.  This process is repeated. 

 
 

The above diagram shows the construction of 4 steps of the Sierpinski triangle. 

Looking through the appendix the occurrence of this pattern is eye catching. Out of 

the 256 ECA such behavior is exhibited in 19 of them namely: rules 18, 22, 26, 60, 82, 

90, 126, 129, 137, 146, 154, 161, 165, 167, 181 ,182, 193, 195, 210 and 218 when 

http://en.wikipedia.org/wiki/File:Sierpinski_triangle_evolution.svg
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starting with a single one in the middle column. Some of these have to be reoriented 

in order to match the above description.  

We look for a set of sufficient conditions that guarantee the formation of the 

Sierpinski triangle starting with a single 1 state. We can assert that           , this 

is clearly necessary. Furthermore, the conditions             and            also 

must be satisfied in order for the triangles edges to extend. However, these are 

necessary but not sufficient conditions for the formation of a Sierpinski triangle. Along 

with the two additional conditions,             and            nonetheless, we 

have sufficient conditions for the formation of a Sierpinski triangle. All the other cases, 

                  and          need not be assigned to a particular bit. This sufficient 

condition accounts for 8 of the 19 occurrences, specifically the rules who written in 

binary are of the form          where   indicates either 0 or 1. Given a rule  , we 

can check if it satisfies the condition by checking if                           

  . A similar approach will allow us to have sufficient conditions for the other 

unaccounted for rules who also exhibit Sierpinski triangle behavior, although 

somewhat differently.  

Isomorphism  

Another question we addressed is the possibility of emulating a CA with more number 

of states (higher-order) with a lower-order CA and vice versa. Note that in this section 

we are strictly considering a single 1 middle column initial configuration. Also by 

emulate we mean to find a CA that qualitatively behaves like another one. Emulating a 

lower-order CA with a higher-order CA is a trivial task and it only requires every 
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possible configuration in the higher-order CA that is also in the lower-order CA to be 

mapped to the same state as in the lower-order CA.  

On the other hand, emulating a higher-order CA with a lower-order one is not an easy 

task and requires a cleverly constructed rule for a CA that in width, or neighborhood 

size, is significantly larger than that being emulated. Nevertheless, using the fact that 

rule 110 is computationally universal, we can state that any cellular automata can be 

emulated by it, in turn showing that it is possible for a lower-order CA to emulate a 

higher-order one.  

Symmetry along central column 

When looking at an ECA starting with a single 1 in the middle column, we can consider 

the symmetry along the middle column. Symmetry, throughout this paper would be 

used in that sense.  

64 out of the 256 ECA are symmetric, which led us to look for both necessary and 

sufficient conditions for this property. In order to have symmetry along a middle 

column, we want the rule to preserve the symmetry of every 3-bit input. Out of the 

eight possible inputs (look at Table 1), ‘000’,’111’,’101’ and ‘010’ are symmetric along 

the middle column therefore we need not worry about what they are assigned to. 

However, we have to make sure ‘100’ and ‘001’ are assigned to the same bit in order 

to preserve the symmetry. Also ‘110’ and ‘011’ for the same reason have to be 

assigned to the same bit. These two conditions give us both necessary and sufficient 

conditions for symmetry. To summarize, a rule of the form           is 

symmetric.       are each either 0 or 1.  
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Random initial configuration 

The behavior in the evolution of CA when starting with randomly set states can be 

classified according to the Wolfram classification scheme. We will first discuss some 

ECA that keep all the information that is stored in the initial configuration.  

There is the trivial rule that keeps the state of a cell the same from one generation to 

the next. That is the ECA with rule                                  and so on.  

There are two other rules that also completely preserve the initial information other 

than shifting their position in space. These are the rules that move the state of each 

cell in either direction. For example consider the rule given by the following table:  

x f(x) 

000 0 

001 0 

010 0 

011 0 

100 1 

101 1 

110 1 

111 1 

Table 3 

We see that this rule in fact takes on the bit of the leftmost input bit, effectively 

moving the entire row one step to the right in the next generation. Such a rule is not 

interesting and trivial. However, while we were studying the effect of a symmetric CA 

on a random initial configuration, we found that a symmetric CA in its evolution does 

not have structures that move in one direction for a long period of time. And a 

significant proportion of CA that did not satisfy the symmetry condition stated earlier 
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in this paper, had structures that eventually form and propagate in one direction for 

long periods of time before interference or in some cases forever.  

 

 Figure 3: rule 232 

 

Figure 4: rule 106 
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Figure 5: rule 110 

Figure 3 is the space-time diagram of a symmetric CA with random initial 

configuration; we can see there is no apparent propagation of structures in a 

particular direction. Figures 4 and 5 however show the space-time diagram of 

asymmetric CA with random initial configurations; in both cases we see structures that 

propagate in one direction.  

Conclusion 

The goal of this project was to study some properties of CA, and we have done that. 

There is beauty in the complexity that arises from such simple systems. The more we 

studied CA the more questions we had. This is a subject that has not been studied as 

much and there is a lot of room development.  
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Future work 

Some possible ways of continuing this work include: 

 studying similar properties for totalistic CA 

 studying CA with more states or that live in more than one dimension 

 look for other classification schemes that improve on the current standard 
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Appendix 
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