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THE NATURE OF MIND AND SELF 
 

“IN SEARCHING OUT THE TRUTH BE READY FOR THE UNEXPECTED, 
FOR IT IS DIFFICULT TO FIND AND PUZZLING WHEN YOU FIND IT.” 

— Heraclitus (C.535-470 BCE) 

[24] THINKING THINGS 

DUALISM AND PHYSICALISM 
The 17th century French philosopher and mathematician René Descartes described the mind as a res cogitans, or 

“thinking thing.”  The mind is the thing that thinks, that also feels and desires — in a word, it’s the thing that experi-
ences.  Experiencing is what minds do; or perhaps we should say: “that’s how minds are.”  There is really no ques-
tion that minds exist in some form or other — their existence is a commonplace of human experience.  They are, it 
seems, where human experience quite literally takes place — unless the mind just is the collection of experiences, as 
opposed to a thing having an experience.   The question here isn’t whether minds exist but rather what they are.  

Some people believe minds are the sort of thing that can exist wholly separate from a material body — we might 
want to call this kind of mind a “soul” and those who believe that minds are souls we can call “dualists.”   René 
Descartes, for instance, was a dualist.   

Other people believe minds are simply a certain way that certain kinds of bodies 
function or behave — that my mind is what I call my body, or a part of it, when it’s 
having experiences or thinking or willing.  This second group — we can call them 
“physicalists” — think that minds exist in much the same way that smiles exist.  For 
instance, if you were creating an inventory of your face, you would list things like two 
eyes, two eyebrows, a nose, a chin, lips, perhaps a scar or two, and so on, but you 
probably wouldn’t include ‘smile’ on your list — not because smiles don’t exist or 
because you never smile, but because smiles don’t exist in the same way that teeth and 
eyelids exist; they don’t exist as some distinct part of the face.  A smile is simply one way that a face can be orga-
nized or appear or behave.  Except for the Cheshire cat in Alice in Wonderland, smiles don’t exist apart from the 
face they are on.  A smile is just a certain way that these various facial parts align themselves, or move together; it’s 
more like a facial event than a facial part.   

Physicalists maintain that minds are just like smiles.  Of course minds exist, but not as something separate from 
the body.  The mind is just a certain way that a body is organized or appears or behaves.   If a person has a facial 

paralysis, he might not be able to smile.  What he lacks is an ability, 
not a thing.  Similarly, if a person is unconscious, what he lacks is 
an ability, not a thing; and a dead body is even more lacking in this 
regard.  This is a physicalist understanding of the mind.  On this 
view, the mind is just a certain way that a certain kind of body is 
able to function or behave. 

Dualism and physicalism are not the only possible ways of 
thinking about the mind, but they are the most prominent and most 
basic, and so we will be focusing on them in this section. 
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ME AND MY MIND 
A distinct but closely related question about the mind is its relationship to the self: How is my mind related to 

me, and how is your mind related to you?1   
Is my mind just me?  Am I a mind?  Or do I have a 

mind?  When I say: “Please hand me that pencil,” I am 
presumably wanting the pencil given to my body, not to 
my mind as such — what would it do with a pencil, any-
way?  When considering these practical situations, the ‘I’ 
or the ‘me’ seem very much to be the mind/body compo-
site, the organism as a whole. 

Is my mind what perceives and thinks about the 
world?  We certainly don’t say things like: “my body saw 
a sparrow fly out of that bush” — but it sounds almost as 
strange to say that “my mind saw a sparrow…”.  It would 
be reasonable to interrupt anyone speaking like that to 
ask: “Do you mean that you saw the sparrow?  What’s all 
this talk of your body seeing or your mind seeing?”  

It is clear, in a naïve sort of way at least, that one 
needs a mind in order to do things like think, wonder, 
believe, or doubt — and that one might get on well 
enough doing these things without a body — but that one 
definitely needs a body in order to do things like swim, 
play hopscotch, or digest one’s lunch.  Do these “normal ways of talking” tell us anything about what we really are? 

When we stop to consider the mind (is it me, or is it my mind, that does the considering?), we normally have in 
mind that part of us that is conscious or aware, the part that senses or perceives, and also that thinks — and that’s 
why the following story is so peculiar. 

A certain patient, known in the psychology literature as 
L.B., was having trouble seeing.  It turns out that a tumor 
had destroyed part of his optical cortex, which is the part of 
the brain responsible for processing visual information.  As 
a result of this damage, L.B. reported that he could see 
nothing on the left side of his visual field.   

Nonetheless, when asked to guess where an object in 
his left field was, he would point correctly over 90% of the 
time.  This suggested that there were neural pathways by-
passing that part of the brain responsible for awareness, 
and yet which supplied perceptual information about the 
world.  The visual data became part of the general back-
ground information available to the brain, even though the 
conscious subject was unaware of the data.  This phenomenon is known as blindsight. 

                                                             
1  An additional complication that we can’t pursue here: What is it about my mind that makes it mine and not 

yours?  And what is it about my thoughts that make them mine and not yours — for example, my thought that “5 
x 7 equals 35”, my desire to go back to bed, my memories of my 18th birthday?  Can we share the same thought?  
If we are both drinking from the same bottle, are we tasting the same thing?  If we are both contemplating the Py-
thagorean theorem, are we contemplating the same thing? 

2  See R. N. Shepherd and J. Metzler, “Mental Rotation of Three-Dimensional Objects” in Science 171 (1971) 701-3. 

CONSCIOUSNESS AND CAUSALITY 
Try this experiment: imagine a 3-inch cube of 

wood painted on all sides with red paint.  Now im-
agine the cube cut into 1-inch cubes.  How many 
cubes will there be?  And how many of these will 
have (i) three red sides, (ii) two red sides, (iii) one red 
side, (iv) no red side?   

Most people tend to solve this problem by imag-
ining the red cube being cut up, and then “visually 
inspecting” each of the smaller cubes in one’s imagi-
nation.  But what is it that solves the problem?  The 
mental manipulation of these images, of which I am 
conscious?  Or the brain processes, of which I am 
unconscious, that underlie these images? 

Is any problem solved by way of our conscious 
thoughts and images?  Or is all the work done by 
subconscious machinery in the brain underlying these 
thoughts and images?  Does the physical event cause 
the non-causal mental event (a theory known as epi-
phenomenalism)?  Or are the physical and mental 
“events” just two ways of describing the same event 
(an identity theory of the mind and brain)? 

IMAGE ROTATION 
Psychologists have found that people can rotate 

images anywhere from 320° to 840° per second, de-
pending on the object rotated (for instance, letters and 
numbers can be rotated more quickly than other fig-
ures), as well as the age of the subject.  Roger Shep-
herd, who worked with image rotation in the early 
1970s, discovered a precise linear relationship be-
tween the angle an image is rotated and the time it 
takes to rotate it.   

It has also been found that pigeons are able to 
solve these problems at the same speed, regardless of 
the degree of rotation (and they can do this more 
quickly than human beings).2 
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This story makes clear at least two things: First, that the status of the brain generally has a pronounced effect on 
the status of our experiences.  This is something humans have understood for centuries, although we are only now 
developing some sense of the causal details involved.  Second, it is possible to sense without being aware of the 
sensing.  Is it perhaps also possible to think without being aware of the thoughts?  If so, what role does conscious-
ness play?  Does it have a causal role? 

When thinking about the mind we are immediately confronted with two contrasting points of view — the inner 
and the outer — both of which seem absolutely compelling, yet both of which, seemingly, cannot be correct.  The 
mind would seem to inhabit this non-physical inner realm: My thoughts are in my mind, and they seem to be no-
where in space, suggesting that my mind is also nowhere in space.  My thoughts would seem to lack all physical 
qualities, and thus my mind as well — and yet it is this very mind that allows me to perceive and to consider the 
physical world around me. 

SUBSTANCE OR ATTRIBUTE? 
Questions of free will and personal identity (and the 

possible survival of bodily death) depend on first deciding 
what the mind is.  Does the mind exist as a distinct kind of 
substance?  Or is it just an attribute of certain kinds of ma-
terial bodies? 

We might ask what it means to “act freely” or to “be the 
same person over time,” but ultimately these questions 
point to the more basic question of what the self or mind is.  If physicalism is correct, and the mind is just a special 
way that the body functions — so, an attribute of the substantial body — then there is no prima facie reason for 
thinking that the mind might survive the death of the body.  Similarly, there is good reason to believe that nothing 
can happen in the mind that is not causally related to earlier physical events in the body, thus making free will prob-
lematic.   

[25] CARTESIAN DUALISM 
René Descartes (1596-1650) developed a metaphysical view that involved two distinct 

kinds of substance: mental substances (the essence of which is to think), and material sub-
stances (the essence of which is to be extended).  This view is what we call ‘Cartesian Du-
alism.’  

According to Cartesian dualism, human beings are composites consisting of two distinct 
substances: the human body (a highly complex physical body) and a human mind (a simple 
soul).  Cartesian dualism also claims that, in the context of the human body, mind and mat-
ter stand in causal interaction with each other.   There is one human mind for each human 
body, and these two substances interact with each other.  For instance, the mind experienc-
es some sound coming from behind the body, and desires to have the body turn and look in 
that direction; here, the vibrations in the air strike the eardrums, causing a certain nervous 
excitation that travels to the auditory part of the brain, and ultimately “enters the mind” (or “I become aware of it”), 
at which point the sound occurs; the mind then directs the appropriate muscles of the body to contract or relax so as 
to turn the body in the proper direction.    

This Cartesian world in which we live is actually two: a mental world in which minds exist with their ideas, and 
that is non-spatial and immaterial (and where each mind is connected to every other mind only indirectly, through 
their accompanying bodies), and a physical world in which bodies exist, extended in space, and where the material 
bodies are directly related to each other.  My access to my mind is direct, but to other minds it is indirect.  

 

Zen Buddhism on the Self 
“Why are you unhappy?  Because 99.9 percent of 

everything you think and of everything you do is for 
yourself — and there isn’t one.”  

 

— Wei Wu Wei, Ask the Awakened (1963) 
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THE APPARENT IRREDUCIBILITY OF THE MENTAL 
Mental experience and mental terms do not seem to be reducible to the physical, and this irreducibility offers 

prima facie support for Cartesian Dualism.  First, experience has a subjectivity or interiority to it that would seem to 
set it wholly apart from the physical world.  We have external sensations (e.g., I see a red chair) and internal sensa-
tions (e.g., I feel pain), we have mental imagery, we suffer emotions (e.g., fear, anxiety, joy, sorrow, hope) — and 
all of this seems to occur inside us (not inside our bodies or brains, but rather inside the mind itself).  For instance, 
when I eat a chocolate bar and experience the taste of chocolate, we assume that something is happening in my brain 
that makes possible that sensation of chocolate; but if a brain surgeon opened up my skull, there would be no part of 
my brain that she could lick and thereby have the same experience I am having.  She might record neuron firings 
that correspond with my experience, but those firings seem to be quite different from the experience itself. 

Along with this interiority of experience, three related and common beliefs and desires seem to recommend du-
alism.  The first is the nearly universal belief that we are “free agents,” that we are more than programmed robots or 
puppets on a string, that we can choose and deliberate and will our actions freely and decisively.  Sometimes I 
choose to do something with my body now (this is actual willing); or I choose to do something on condition of some 
future event (this is conditional willing or intending).  Yet if we are nothing more than bits of matter, then all of our 
thoughts and actions will be caused by the motions of other bits of matter, and our freedom will be wholly illusory.  
So human freedom, prima facie, seems to require metaphysical dualism. 

A second feature is our feeling of personal continuity or identity.  The matter of our bodies is always changing 
and, while our experiences are changing as well, there seems to be a continuity to our persons that transcends this 
change.  Yet if we were only material beings, then such continuity and identity would seem to be compromised.   

Related to this second feature is a third, the hope for immortality or an afterlife.  If I am nothing but matter, then I 
will cease to exist once my material being disintegrates (such as when my body dies).  If, on the other hand, I am an 
incorporeal, indivisible mental substance, then the death of my body is nothing to me, for the real self cannot die 
(the only way it could die is through disintegration; but if it is simple and indivisible, then it obviously can’t be di-
vided into parts, and so it cannot disintegrate).  Admittedly, it is a standard part of most Christian confessions that 
one’s body will be resurrected at some future time, thus allowing for one’s continued existence.  But that sort of 
immortality depends upon divine intervention, and so lacks the certainty and universal appeal of a proof that the self 
is an immaterial soul.  (For more discussion of these issues of free will, personal identity, and the survival of death, 
see the chapters on “Free Will and Determinism” and “Personal Identity and The Afterlife,” both below.) 

DESCARTES’ ARGUMENTS FOR DUALISM 
Descartes offered several arguments for viewing mind and body as distinct substances.  One was a result of his 

methodological doubt: I can imagine not having a body, but I cannot imagine not having a mind.  Therefore mind 
must be separate from body, and while it may be true that I have a body, it is the case that I am a mind.3 

A slightly better argument for dualism is to note that a material body is divisible, but mind would seem to be in-
divisible.  That is, I can imagine taking a bit of matter (some body) and dividing it into pieces or parts; but I cannot 
imagine doing the same to a mind (or my mind).  Minds have a unity about them not found in matter.  Since every-
thing that is extended is divisible, mind must not be extended; and if it is not extended, then it obviously is distinct 
from matter; thus it is a different substance. 

This argument from the indivisibility of mind has two different forms.  The first is conceptual: I cannot conceive 
of mind having any parts into which it can be divided.4  Mind must be unified, for otherwise it could not have a 

                                                             
3  This is a horrible argument.  It fails to notice that we might know the same thing in more than one way, and thus 

entertain contradictory beliefs about it; for instance, humans used to believe that the morning star and the evening 
star were separate planets, when in fact they are both Venus, but appearing on different sides of the sun.  Another 
example: if you didn’t know that Mark Twain was a penname for Samuel Clemens, you could well hold the be-
liefs that Mark Twain was the greatest author who ever lived and that Samuel Clemens was not an author at all, 
much less the greatest. 
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thought.  For instance, if one part of the mind began a thought, and another part of the mind completed the thought, 
then there would be no thought at all.  It would be like having separate individuals each thinking one word of the 
proposition: here, the whole thought (e.g., “There’s a red balloon in that tree”) would not occur at all.   

The second argument is experimental: although the mind seems to inhabit the whole body, we do not sever or di-
vide the mind when we sever or divide the body, such as when a foot is amputated: this does not result in a corre-
sponding amputation of the mind. 

PROBLEMS WITH DUALISM 
Despite these various considerations in favor of a dualist understanding of the mind, philosophers have been 

quick to point out several problems with Cartesian dualism that appear to be very nearly intractable.  I consider them 
separately, below, but they all center on the basic puzzle of how immaterial minds and material bodies are supposed 
to causally affect one another. 

The conservation of matter and energy 
It has been argued that any interaction between mind and body will violate the physical principle of conservation, 

for it opens up what was a closed physical system.  On Descartes’ account, minds appear to be adding energy to the 
material system whenever the mind moves the body to do something, and energy appears to be lost to the mind 
whenever the body affects the mind. 

A Cartesian might reply that the principle does not ap-
ply to brain phenomena, or that there may not be any net 
gains or losses (it may take no energy for the body to act 
upon the mental, and the mental may be able to effect 
changes in matter that doesn’t involve any addition in en-
ergy). 

How can minds and bodies interact causally? 
Mental and material substance are so dissimilar that it is 

wholly unclear how they are supposed to causally interact 
with one another.  We understand how two bodies interact: one bumps into the other, and causes it to move.  This 
mechanical interaction is the sort of account that Descartes tried to give of the workings of our bodies.  But the body 
cannot “bump” into the mind because there is nothing physical that it can bump into.  Minds will offer no resistance 
to the bodies; similarly, the mind cannot “bump” into a body.  

In short, the causal interaction between my mind and my body — which, according to Des-
cartes, is supposed to occur in the pineal gland — is wholly mysterious, and it is a mystery of 
the worst sort: not only do we not know how the interaction occurs, it appears that we can nev-
er know — it is, in principle, beyond our ken. 

The apparent dependence of the mind on the brain 

                                                                                                                                                                                                    
4  One might, indeed, argue that the mind does have parts — after all, there are distinct abilities of thinking, feeling, 

and willing.  But Descartes claims that each of these is performed by the whole mind. 

Whatever mind is, it seems to be closely dependent upon the condition and fate of the brain, which suggests that 
the mind is not a free-floating immaterial substance.  When chemicals like alcohol are ingested, the mind is clearly 
affected — not just what it perceives, but how it operates and thinks.  If the mind were a separate immaterial sub-
stance, one would think that the mind’s operations would be safe from any changes to the brain, and the effects 
would be limited to whatever control it might have over the body or the ability of the brain to transmit information 
to the mind.  Sensory information would be channeled through the brain, but since thinking is what the mind itself 
does, the thinking should not be impaired by the ingestion of alcohol or other “brain-altering” drugs.  Similarly, too 

LEIBNIZ ON CARTESIAN INTERACTIONISM 
“Descartes recognized that souls cannot impart 

any force to bodies, because there is always the same 
quantity of force in matter. Nevertheless he was of 
the opinion that the soul could change the direction of 
bodies. But that is because in his time it was not 
known that there is a law of nature which affirms also 
the conservation of the same total direction in matter.  
Had Descartes noticed this he would have come upon 
my system of pre-established harmony.” 

 

— G. W. Leibniz, Monadology, §80 
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little oxygen to the brain can cause a person to faint or “black out”; if dualism is true, one might imagine the sensory 
inputs being disturbed at this point, but it isn’t clear why the mind would lose its ability to function at all — to re-
main conscious, to think, and so on — and yet this is what happens.  A blow to the head disturbs the brain and its 
functioning, but why would it also disturb the mind and its functioning, if the mind truly is an immaterial substance?  
In short, the fates of my mind and my brain are so closely intertwined, they seem to be identical, or nearly so. 

How are minds and bodies connected? 
Closely related to the problem of causal interaction is un-

derstanding how individual minds and bodies are connected 
together.  What is it that connects my mind to my body, and 
not to someone else’s body?  If mind is immaterial and non-
spatial, it would seem as though it might end up connected to 
anything.  What ties it down to this particular lump of matter? 

Initially, one might suppose that there is some sort of phys-
ical connection.  But this can’t be right, since the mind is (by 
definition) non-physical.  There isn’t any obvious way it 
might get hooked to a physical thing, such as a neuron, or 
something like the pineal gland.  Lacking a straight-forward 
physical connection, we might turn to a connection by virtue 
of occupying the same space or contiguous spaces.  But this 
won’t work, either, for while bodies are in space, and there-
fore have a location, minds are non-spatial.   

In order to talk about the location of minds and mental 
events, one might develop a distinction between local and 
virtual placement in space: the mind is in the body virtually 
but not locally, that is, the mind seems to have a location, but not a precise one — for instance, I’m certain that my 
mind isn’t somewhere on the moon.  In fact, I’m pretty sure that my mind is somehow inside my body, and perhaps 
even inside my skull.  But I’m not sure where, exactly, it is in the skull — maybe it is co-extensive with the brain.  
But we don’t want to say that the mind is extended, for it seems to have a unity that resists extension.  This distinc-
tion between virtual and local placement in space, however, really seems to be just a fancy way of saying that we 
traditionally attach our minds to our bodies, although we aren’t sure how this is done. 

[26] PHYSICALISM 
Dualism is the view that reality consists of two separate kinds of things: material bodies and immaterial minds, 

each with their corresponding events.  Monism, on the other hand, claims that reality consists of one kind of thing, 
which is either mental or material.  The only traditional view of idealistic monism is George Berkeley’s (discussed 
in some detail in a previous chapter).    

If we reject the Cartesian hypothesis that minds are “mental substances” separate from “bodily substances,” then 
we could say that a mind is extended equally with its body, and that it is simply the way that the body functions (in-
sofar as it thinks, feels, and desires).  Here the unity of the mind is a “functional” unity (just like the unity found in a 
properly functioning automobile).  This non-Cartesian approach, of course, rejects the notion that minds and bodies 
are separate (or even separable), and thus does not solve the problem of connecting minds and bodies so much as 
dissolves it. 

We will now examine below various materialistic forms of monism. 

[News clipping] 
STUDY SAYS MALE BRAINS BIGGER THAN 

FEMALE BRAINS 
COPENHAGEN, Denmark (AP) – Danish researchers 
say they’ve found that men, on average, have about 4 
billion more brain cells than women.  But they ha-
ven’t figured out what men do with them. 

Dr. Bente Pakkenberg, a Copenhagen Municipal 
Hospital neurologist who led the research project, 
told Danish radio last month that the conclusions 
came from an examination of the brains in 94 cadav-
ers of people age 20 to 90. 

The average number of brain cells in males was 
23 billion, while the females had about 19 billion.  
Asked what the males might be doing with the sur-
plus, Dr. Pakkenberg said: “Right now it’s a mystery.  
The knowledge we already have shows men are not 
smarter than women.” 

American Medical News (August 18, 1997) 
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SUPPORT OF MATERIALISTIC MONISM 
Apart from the problems noted above that plague dualism, materialistic monism is further supported by the fol-

lowing considerations.   
First, Cartesian dualism assumes a clean break between those 

mechanical bodies that have minds, and those that don’t.  Such a 
clean division, however, is belied by animal behavior, which 
indicates great similarities up and down the ladder of complexity, 
from human beings and other primates down to rats, birds, liz-
ards, and worms.  This was a problem pointed out even in Des-
cartes’ day: if non-human animal behavior is explicable in me-
chanical terms, then human behavior is as well, and vice versa.  
This continuum makes dualism highly suspect. 

Second, Cartesian dualism results in a skepticism of other 
minds.  (This is a problem for all dualistic theories.)  As Gilbert 
Ryle muses, if Cartesian dualism is true, then “for all that we can 
tell, the inner lives of persons who are classed as idiots or luna-
tics are as rational as those of anyone else.  Perhaps only their 
overt behavior is disappointing; that is to say, perhaps ‘idiots’ are 
not really idiotic…” (The Concept of Mind). 

Finally, by segregating the mental world off as a separate sub-
stance, then psychology as a science becomes impossible.  We 
cannot study other minds, since we cannot properly get at them (they are invisible, non-material, private, etc.).  In 
the following, we will briefly consider three physicalist theories of mind. 

MIND/BRAIN IDENTITY THEORY 
Mind/Brain identity theory is the view 

that the mind just is the brain, or at least 
some part of it, and therefore that mental 
events are identical with certain physical 
events located in the brain.  When a certain 
group of neurons fire in a certain way, that 
just is a visual image of a certain shade of 
red, or a certain feeling of sadness, or a 
memory of one’s 12th birthday.  Many 
physical events in the world have simply 
an outer or external aspect, but some 
events (many that occur within a brain) 
have an inner aspect as well as an outer 
aspect.  

Identity theory, like Cartesian dualism, 
allows for us to think of the mind as a sub-

stance or thing.   Unlike with dualism, however, the mind 
is now just a special kind of physical thing. 

                                                             
5  The image comparing the brains of different species, and much of the information in this box, comes from Bruno 

Dubuc’s excellent website: “The Brain from Top to Bottom,” sponsored by the Canadian Institutes of Health Re-
search: Canadian Institute of Neurosciences, Mental Health and Addiction (http://thebrain.mcgill.ca), accessed 
June 21, 2011.  See also Douglas Fox, “The Limits of Intelligence” in Scientific American (July 2011), 37-43. 

 [Poem] 

#632 
 The Brain — is wider than the Sky — 
 For — put them side by side — 
 The one the other will contain 
 With ease — and You — beside — 
 
 The Brain is deeper than the sea — 
 For — hold them — Blue to Blue — 
 The one the other will absorb — 
 As Sponges — Buckets — do — 
 
 The Brain is just the weight of God — 
 For — Heft them — Pound for Pound — 
 And they will differ — if they do — 
 As Syllable from Sound — 
 

— Emily Dickinson (1830-86) 

THE BRAIN 
The adult human brain weighs, on average 1350 

grams (about three pounds), and is about the size of 
your two fists pressed together.  Our closest living 
cousins — the chimpanzees — have brains only one-
third as large, while blue whales have brains five-
times larger than ours.  More significant, however, is 
not the absolute weight of a brain, but the brain/body 
weight ratio; here we find that the human brain is six-
times as large as what would be expected from the 
ratio found in other mammals. 

Brains are biologically expensive: with only 3% 
of the body’s weight, they consume 17% of the total 
calories — this caloric requirement suggests a close 
relationship between the growth in human brain size 
and our diet during the course of our evolution. 

Neurons — the cells that comprise about one-half 
the bulk of the brain — come in over 200 varieties, 
and there are about 100 billion of these cells in the 
brain.  The interconnections among these neurons are 
estimated at 1000 trillion.5  
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Possible problems with identity theory involve the location of mental events and the apparent privileged access 
one has to one’s own mental events.  First, the mind and its thoughts don’t seem to be located in space, whereas 
physical events are very much located in space, and if mental events are identical with certain brain events, then the 
mental events do indeed occur in space.  This may not be much of a problem, however, since it trades on perhaps 
dubious intuitions, and in any event it would also seem that thoughts clearly do occur in space, since they seem to be 
taking place in one’s head. 

A second possible problem is that I seem to have a “privileged access” to my own mental events, whereas the 
physical events of my brain are essentially open for anyone suitably situated to observe.  The identity theorist will 
claim that this seeming privacy of the mental is an illusion.  The neurologist can see the process occurring that just is 
the event of thinking (believing, experiencing, etc.) something. 

FUNCTIONALISM 
Is the actual stuff making up the brain important for there to be a mind?  The identity theorist thinks it does mat-

ter, since the mind just is the brain: If there is no brain, then there is no mind.  The functionalist, however, disagrees.  
Imagine replacing the brain — neuron by neuron — with electrical linkages.  A neuron collects electrical charges 
from other neurons, and passes these charges down the line to the next neuron.  Without too much difficulty we 
might replicate this causal chain by using electrical wires and switches.6  Functionalism is the view that such a pro-
ject — at least in principle — could be successful.  The physical material that “embodies” the mind is not important.  
What matters is the “causal array” of that embodiment, or its functional state.7 

Functionalism is in some ways a cleaned-up version of behaviorism.  It holds that we can define mental states in 
terms of their cause, the effects they have on other mental states, and the effects they have on behavior.  The net 
result is that talk about mental states is ultimately reducible to talk about sensory inputs and behavioral outputs. 

Mental events and physical events are different ways of describing the same system.  Mental events are individu-
ated by their causal or functional role within the brain.  The mind is a causal array or network, and as such could be 
implemented in all sorts of materials, including brains. 

Functionalism is a materialist theory of the mind that avoids the problems of correspondence that trouble the 
mind-brain identity theory.  Functionalism involves distinguishing between physical descriptions and abstract (func-
tional) descriptions of systems, that is, the rules governing a function, and the physical manifestation of those rules 
or function.  The physical manifestation might occur in a brain or in a computer. 

Similarly, we can describe the brain in two ways: physically (giving a description of the neurons and their inter-
connections and order of firings) and functionally (using mental terms primarily for describing the function of those 
certain operations).  A certain event in the brain will be an act of thinking not because it is a special kind of brain 
event, but because it performs the appropriate function in the brain’s program.  Functionalism is closely related to 
work on artificial intelligence, to which we turn in the next section. 

                                                             
6  Researchers at the University of Lille (France) have recently accomplished something like this, developing or-

ganic transistors that mimic the synapse; see Dominique Vuillaume, et al., “An Organic Nanoparticle Transistor 
Behaving as a Biological Spiking Synapse” in Advanced Functional Materials 20 (2010): 330-37. 

7  Admittedly, this mechanical mind (as described) would be static.  To have new experiences, neurons need to 
keep forming new synapses, and re-enforcing or degrading old ones.  So for this thought experiment to work, we 
need the mechanical replacements to be capable of re-aligning themselves — something more easily done at the 
software level than the hardware level, but certainly possible at the hardware level. 
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[27] ARTIFICIAL INTELLIGENCE: CAN COMPUTERS THINK? 

ANIMAL BEHAVIOR, RATIONAL SOULS, AND CLEVER ROBOTS 
I see these human beings walking about, interacting with each other and with myself: How do I know that they 

aren’t just cleverly-built robots?  Is there a test that would allow us always to know when we are confronted with a 
real “person” — a Cartesian thinking thing — instead of some programmed machine? 

Descartes’ metaphysical dualism implies that the human body, being made up entirely of matter, is just a compli-
cated machine — divinely crafted, of course, but nonetheless a machine following mechanical laws.  The human 
mind or soul inhabits this machine, and stands (in some mysterious way) in interaction with it, such that the mind 
“controls” at least some of what the machine does.  Similarly, things that happen within or to the machine are often 
consciously experienced by the mind.   

Descartes also believed that non-human animals (“brutes”) were simply machines, and nothing more.  He be-
lieved this on the basis of two tests that he describes in his Discourse on Method (1637).  The ability to speak was 
Descartes’ first test.  He claimed that the absence of brute speech is not due to lack of speech organs (after all, mag-
pies and parrots can imitate the human voice) — and even if they did lack these organs, we find that deaf and dumb 
human beings still create a language, unlike brutes.  Further, human speech is more than mere “expression of pas-
sion,” which is all that brutes are capable of performing.   We must not suppose that brutes possess some “unknown 
language,” Descartes argues, for if this were so, then they could communicate their thoughts to us as easily as they 
can to each other, and they clearly do not communicate their thoughts to us. 

Descartes’ second test is actually best viewed as his principle criterion, with speech being just an example.  This 
test concerns the universality or adaptability in one’s behavior.  “Reason is a universal instrument,” and thus can 
adapt to any contingency — for instance, developing novel strings of words for novel situations.  Descartes found 
that various animals were exceptionally skilled at a few things — even out-performing human beings, just as an add-
ing machine can add sums more quickly than we can.  But while quite good at one or two skills, they perform horri-
bly overall, since they are unable to adapt to the peculiarities of each new situation.  (This is all quite false, of 
course, as the animal studies of the past century have shown; but such were Descartes’ beliefs.) 

The implications of Descartes’ arguments are fairly severe.  If non-human animals fail these tests, then they are 
understood to lack souls; and if they lack souls, then they lack mental lives, and so are fundamentally no different 
than human built machines, like clocks or calculators.  They cannot think, nor can they suffer.  

At least two questions confront us here: (1) Are these tests a proper indication of the presence of a rational mind? 
and (2) Can non-human animals truly not pass them?  These tests were questioned from the very start, and some of 
Descartes’ contemporaries turned his argument in the opposite direction: Because animal behavior did not seem all 
that different from what humans do, if all animal behavior could be understood mechanistically, then so could all 
human behavior — and thus we should think of ourselves as nothing more than machines.  
The most famous proponent of this view was the French philosopher and physician Julien 
Offray de La Mettrie (1709-1751) and his notorious book, Man a Machine.8  Drawing a 
clear line between human beings and other animals has not been easy, and it is constantly 
being redrawn as we increase our understanding of other animals.  We once thought that 
only humans could use tools, or could pass down information from one generation to the 
next, or engage in play, or deceive others, or form concepts, or have a “theory of mind” (a 
sense of the intentions of another individual).  Each of these lines was eventually erased by 
ethologists and comparative psychologists who study the behavior of other animals. 

As it turns out, there actually are two lines to draw, not one — although this has not always been clear in the his-
tory of the discussion.  First, we are looking for an essential difference between human beings and other animals; 
second, we are looking for an essential difference between human beings and humanly-built computers and robots.  

                                                             
8 Julien Offray de LaMettrie, L’homme machine (Leyden, 1748). 
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These are potentially quite different borders to negotiate, and I would like now to turn exclusively to a consideration 
of the latter border. 

Alan Mathison Turing (1912-1954) was an English mathematician, logician, and 
early theorist of computer science who, among other things, built a computer used to 
crack the German military code (devised by their own “Enigma” machine) during World 
War II.   

Turing was also interested in the field that is now called “artificial intelligence,” and 
he developed the famous Turing Test as a criterion for deciding whether computers can 
indeed think.9  This test was actually quite simple: it involved two humans, A and B, and 
a computer, C.  The first human, A, would communicate, by way of a keyboard, with B 
and C.  A would ask any question he liked of his two interlocuters, and if he was unable to 
reliably say which was the human and which the computer, then the computer was said to 
have “passed the test” and, for all practical purposes, would be said to be in possession of 

a mind (i.e., be able to think).  It is with the articulation of this test that the field of artificial intelligence officially 
began. 

TURING MACHINES 
Turing machines are the basis of all computers that exist today.  

The hardware to be used is left unspecified; a Turing machine 
could be implemented in a structure made of banana peels and egg 
shells, although perhaps with some difficulty.  Normally, silicon 
chips are used to implement them.  They are characterized as hav-
ing a finite number of states, where a state is a disposition to act.  The possible actions are to read a symbol, erase 
and/or write a symbol, move to an adjacent cell (either left or right) to read another symbol, and change to a differ-
ent state.  The symbols could be thought of as existing on a long tape, but they could just as easily be embodied in a 
number of different media, such as iron oxide dust on a floppy computer disk or pits in the surface of a DVD.  De-
pending on the state that the machine is in and the symbol that is being read, the machine will perform any of the 
following actions: (i) move to the previous or next symbol, or continue reading the same symbol; (ii) erase the sym-
bol and write another symbol; and (iii) change to a different state, or remain in the same state.  The sample machine 
in the accompanying box is designed to take any string of A’s and B’s (our sample symbols) and re-order them so 
that all the A’s come first, followed by all the B’s.  It’s a simple machine (much simpler than one designed to add or 
subtract numbers), but it does its job transparently and well.  It consists of four different states, which are described 
in terms of how the machine responds when it reads a certain symbol (A, B, or no symbol).  Imagine a sample tape 
with the letters ‘BABA’, and now imagine moving between the four states of the machine, as described in this table, 
as you grind through the letters of the sample tape (begin in state 1 reading the ‘B’ on the far left).  After fifteen or 
so moves, the sequence ‘BABA’ will be re-ordered as ‘AABB’ and the machine will stop. 

 

MACHINE STATES AND STATES OF MIND  
The view that the mind is just a fancy Turing machine is rather compelling.  The states of Turing machines can 

be thought of as “dispositions to behave” just as minds have dispositions.  If a Turing machine is in state #1, for in-
stance, and it sees a “0”, then it might erase the “0” and write a “1”, move to the next symbol, and enter state #2.   If 
I am in a hungry state and I see a pizza, then I might move to the pizza, consume a portion of it, and enter the state 
of satiation.  

                                                             
9  Alan Turing, “Computing Machinery and Intelligence” in Mind 59 (1950): 433-60. 

If it’s in state: 1 2 3 4 
and it reads: A - B A - B A - B A - B 

then it writes: A - B B - B A - B A - A 
and moves: r - r - - r r r l r - - 

and enters state: 1 1 2 3 2 2 4 4 3 1 4 4 
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Artificial intelligence (AI) is the attempt to simulate human intelligence in a computer.  It assumes a functionalist 
account of the mind — the mind is just the functional description of the body, primarily the brain.  Therefore this 
function might, in theory, be replicated or modeled in a computer (thus producing artificial intelligence). 

If a task can be done on a Turing machine, then that task is algorithmic (or computable).  This is “Turing’s The-
sis,” and was the first precise definition of what an algorithm is.  A task is algorithmic, in other words, if the process 
for performing the task is so well defined that a mere machine can do it.  It is hard to know whether a task is algo-
rithmic until you attempt to program it onto a computer.  For our purposes, the question is whether everything that 
the mind does is also algorithmic; if it is, then we should be able to implement or model the mind in a computer.  At 
that point, it might be legitimate to say that the computer can think. 

Artificial Intelligence as a “Top-Down” Strategy 
One can try to explain what the mind is in either of two general ways: from the bottom-up or from the top-down.  

Bottom-up strategies begin with the “atoms” of mental experience and work upwards until reaching the complex 
phenomena of various mental skills (such as remembering, learning, and pattern-recognition).  The two likeliest 
candidates of this bottom-up strategy are behaviorism (focusing on stimuli and responses) and a neuro-physiological 
approach that looks at firing patterns of individual neurons.  Each of these comes with its problems: the stimuli and 
responses that behaviorism acknowledges aren’t likely to be the relevant atoms, and with neurophysiology, there are 
so many neural connections that, even while these are likely our best candidate for the “mental atoms,” the technical 
difficulties surrounding their exhaustive study appear to be, at least at present, insurmountable.  These problems 
make top-down strategies more attractive.  With this top-down approach, you analyze complex mental phenomena 
into ever smaller units of organization until you arrive at non-conscious elements (such as neurons and their connec-
tions).  This strategy best characterizes AI and traditional epistemology — for instance, the most general top-down 
approach is Kant’s: How could anything experience or know anything? 

One general strategy in AI is to analyze our mental functions into simpler and simpler functions until finally the 
functions, when viewed by themselves, no longer appear to be minded or intelligent.  Consider the problem of how 
we form a visual representation of the world.  A naïve view of this process, put as crudely as possible, assumes that 
there is a person inside your brain that interprets the images coming in, as though there were a movie screen inside 
the head (these are the internal representations), as well as a little person (or homunculus) watching the show (that is, 
interpreting these representations).  This account, however, does little to explain how we understand the world; it 
just puts the problem off a step, for either the homunculus understands what he sees or he does not; if he does not, 
then neither do we; if he does, then there must be an even smaller homunculus inside of him, observing its own set 
of internal representations (and here, of course, we enter an infinite regress).  Representations cannot simply under-
stand themselves; there must be an interpreter.  The approach of AI is to solve this problem by breaking down this 
interpreter-function into sets or structures of functions that are so simple that they do, in fact, understand themselves.  
The mind, as we know it, disappears into its non-mental parts, becoming nothing more than 
the sum-total of these parts insofar as they are functioning together.10 

SEARLE’S CRITICISMS OF ARTIFICIAL INTELLIGENCE 
John Searle (b. 1932) teaches philosophy at the University of California/Berkeley and 

has become a prominent critic of functionalism and the AI project.  In his essay, “The Myth 
of the Computer” (1982), Searle notes that there are three levels for explaining human be-
havior.  The first level is what has come to be called “Folk psychology,” the common-sense 
understanding of conscious intelligence.  This consists of hundreds of common-sense gener-
alizations or laws like “Persons in pain tend to want to relieve that pain” or “Persons who are 
angry tend to be impatient.”  These laws make use of various concepts like belief, desire, 

                                                             
10  Cf. William Lycan’s “homuncular functionalism” as discussed in his “Form, Function, and Feel,” Journal of Phi-

losophy, 78 (1981) 24-49. 
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fear, and pain, and we use these laws and concepts to explain and predict human behavior.  This level of explanation 
works well enough in practice, but is not scientific.  

In the past several centuries, Searle notes, we have become convinced that our folk psychology is somehow 
grounded in the workings of the brain.  Neurophysiology — a second level for explaining human behavior — is sci-
entific, but not well developed, and (perhaps merely as a consequence of its immature state) it cannot explain much 
of our behavior. 

Cognitive science is the most recent attempt at a third level between these two — a kind of a scientific psychol-
ogy that is not introspective, and yet not merely a study of the brain. 

Many cognitive scientists see at the heart of their field a theory of mind based on artificial intelligence, that 
Searle summarizes with three propositions: (1) the mind is a program, (2) the neurophysiology of the brain is irrele-
vant, and (3) the Turing test is the criterion of the mental.  Searle criticizes each of these propositions.  Against the 
claim that the mind is a program, Searle notes that the mind does one thing that no program does: it attaches an 
interpretation to the symbols used.  As Searle puts it, computer programs are mere syntax without semantics; the 
symbols remain uninterpreted in the computer.  Searle supports his criticism with what has become a famous 
thought-experiment: the Chinese Room.  He asks us to imagine a room without windows, but with something like 
two mail slots — one for incoming pieces of paper, and one for outgoing — and hundreds of books lining the walls 
inside the room.  The room also contains one non-Chinese speaking human adult — call her Betty.  The pieces of 
paper sent into the room contain sentences written in Chinese, and the books are filled with transformation rules that 
tell Betty how to respond (also in Chinese) to these sentences.  Betty need not know that the sentences are in Chi-
nese, or even that they are sentences.  All she needs to do is identify the string of symbols in one of the books and 
then copy out the corresponding set of symbols that the book indicates.  Now suppose that a Chinese speaker, Wen-
je, is writing down messages and sending them into the room, and that appropriate responses are coming back out.  
It would appear that Wenje is having a conversation with Betty.  But by hypothesis, Betty doesn’t know that the 
symbols she is manipulating are sentences, much less Chinese sentences, and she has no idea that she is conversing 
with someone.  But this is precisely the situation of a computer: It shuffles symbols around following pre-set rules 
(the syntax), with no understanding (the interpretation or semantic content of the symbols) of the symbols.  There-
fore, the computer has no semantics, no understanding of the symbols. 

The second proposition — that the neurophysiology of the brain is irrelevant — seems to rest on the notion that a 
computer simulation is the same thing as whatever is being simulated.  If we can manage to simulate the workings of 
the brain on a computer, then there is nothing significantly different between the two.  But Searle finds this absurd.  A 
computer might simulate the various mechanisms involved in our feeling thirsty, and even have it print out the words: 
“I’m thirsty” — but no one would contend that the computer really is thirsty.  Much of our behavior, Searle continues, 
is grounded in the kind of physical beings that we are, not simply in the way that these beings function.   

Searle is being tendentious here.  His examples seem crazy, because computers aren’t the sort of things that eat or 
drink (and thus are not the sort of things that get thirsty or hungry).  But strong AI doesn’t claim that computers are 
beings capable of thirst or hunger; rather, it claims that they are capable of thought.  Thirst 
needs a body, but does thinking need a brain?  Strong AI does not think so; but Searle disagrees: 

I believe that everything we have learned about human and animal biology suggests 
that what we call “mental” phenomena are as much a part of our biological natural 
history as any other biological phenomena... Much of the implausibility of the strong 
AI thesis derives from its resolute opposition to biology. 

Finally, Searle believes that his Chinese room thought-experiment undermines the Turing 
test.  Wenje, the native Chinese speaker, might easily believe that he is having a conversation 
with someone who understands Chinese, when by definition he is not. 

Searle’s arguments against AI have not gone unchallenged.  Daniel Dennett (b. 1942) and 
others have argued that the Chinese Room argument fails to undermine AI because it mistakes 
the level at which “understanding” takes place.  In the Chinese Room, Betty clearly has no understanding of Chi-
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nese, or even what she is doing — that’s true by the very terms of the argument.  But Dennett wishes to argue that 
the room itself understands Chinese.  This is the “systems reply” to Searle — a reply that Searle finds preposterous.  
When put in terms of the thought-experiment, the systems reply might indeed seem preposterous, but Dennett would 
argue that this preposterousness is only an illusion caused by the terms of the argument.  After all, we have entities 
who are clearly conscious beings — Betty, Wenje — and it’s also clear that Betty understands none of the Chinese 
being spoken, whereas Wenje does.  Because they are both (ex hypothesi) human beings, then it would seem that 
they are at the same epistemic level — but of course they are not.  The entire Chinese Room is at the same level as 
Wenje, and inside Wenje we could postulate some analogous Betty who is equally oblivious to what is going on. 

What do you think? 
 

 
READINGS 

DISCOURSE ON METHOD (SELECTION) 
René Descartes 

 
It is difficult to exaggerate the importance of René Des-
cartes (1596-1650) to the history of modern science and 
philosophy.  It was Descartes, for instance, who devel-
oped analytic geometry, the mathematical key to the 
development of modern physics.  One of the earliest of 
Descartes’ publications, written in French, was his Dis-
course on Method for Conducting One’s Reason 
Rightly and for Searching for Truth in the Sciences, 
published in 1637.  This short work was divided into six 
parts, and served as a methodological preface for three 
treatises on optics, geometry, and meteorology.  Part 
Five of the Discourse summarizes a longer work of his, 
Le Monde (The World), that he was about to publish 
five years earlier, but then suppressed after news 
reached him of Galileo’s trial in Rome.  Here Descartes 
develops a mechanistic view of nature, including the 
claim that all animals (other than human beings) are 
nothing more than divinely crafted machines.  In the 
following brief selection from Part Five, Descartes 
gives an account of the two tests that determine whether 
or not a being has a rational soul. 

 

If there were such machines having the organs and 
the shape of a monkey or of some other nonrational 
animal, we would have no way of telling whether or not 
they were of the same nature as these animals; if instead 
they resembled our bodies and imitated so many of our 
actions as far as this is morally possible, there would 
still remain two most certain tests whereby to know that 

they were not therefore really men.  Of these the first is 
that they could never use words or other signs arranged 
in such a manner as is competent to us in order to de-
clare our thoughts to others: for we may easily conceive 
a machine to be so constructed that it emits vocables, 
and even that it emits some correspondent to the action 
upon it of external objects which cause a change in its 
organs; for example, if touched in a particular place it 
may demand what we wish to say to it; if in another it 
may cry out that it is hurt, and such like; but not that it 
should arrange them variously so as appositely to reply 
to what is said in its presence, as men of the lowest 
grade of intellect can do.   

The second test is, that although such machines 
might execute many things with equal or perhaps great-
er perfection than any of us, they would, without doubt, 
fail in certain others from which it could be discovered 
that they did not act from knowledge, but solely from 
the disposition of their organs: for while reason is an 
universal instrument that is alike available on every 
occasion, these organs, on the contrary, need a par-
ticular arrangement for each particular action; whence it 
must be morally impossible that there should exist in 
any machine a diversity of organs sufficient to enable it 
to act in all the occurrences of life, in the way in which 
our reason enables us to act. 
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The Nature of Mind and Self



“In searching out the truth be ready for the unexpected,
for it is difficult to find and puzzling when you find it.”


— Heraclitus (c.535-470 bce)

[25] Thinking Things


Dualism and Physicalism


The 17th century French philosopher and mathematician René Descartes described the mind as a res cogitans, or “thinking thing.”  The mind is the thing that thinks, that also feels and desires — in a word, it’s the thing that experiences.  Experiencing is what minds do; or perhaps we should say: “that’s how minds are.”  There is really no question that minds exist in some form or other — their existence is a commonplace of human experience.  (They are, it seems, where human experience quite literally takes place!)  The question, rather, is this: What are minds? 


[image: image1.jpg]Some people believe that minds are the sort of thing that can exist wholly separate from a material body — we might want to call this kind of mind a “soul” and those who believe that minds are souls we can call “dualists”— René Descartes was a dualist.  


Other people believe that minds are simply a certain way that certain kinds of bodies function or behave.  This second group — we can call them “physicalists” — think that minds exist in much the same way that smiles exist.  For instance, if you were creating an inventory of your face, you would list things like two eyes, two eyebrows, a nose, a chin, lips, perhaps a scar or two, and so on, but you probably wouldn’t include ‘smile’ on your list — not because smiles don’t exist or because you never smile, but because smiles don’t exist in the same way that teeth and eyelids exist; they don’t exist as some distinct part of the face.  A smile is simply one way that a face can be organized or appear or behave.  Except for the Cheshire cat in Alice in Wonderland, smiles don’t exist apart from the face they are on.  A smile is just a certain way that these various facial parts align themselves, or move together; it’s more like a facial event than a part of a face.  


Physicalists maintain that minds are just like smiles.  Of course minds exist, but not as something separate from the body.  The mind is just a certain way that a body is organized or appears or behaves.   If a person has a facial paralysis, he might not be able to smile.  What he lacks is an ability, not a thing.  Similarly, if a person is unconscious, what he lacks is an ability, not a thing; and a dead body is even more lacking in this regard.  This is a physicalist understanding of the mind.  On this view, the mind is just a certain way that a certain kind of body is able to function or behave.


Dualism and physicalism are not the only possible ways of thinking about the mind, but they are the most prominent and most basic, and so we will be focusing on them in this section.


Me and My Mind


A distinct but closely related question about the mind is its relationship to me: How is my mind related to me, and how is your mind related to you?
  


Is my mind just me?  Am I a mind?  Or do I have a mind?  When I say: “Please hand me that pencil,” I am presumably wanting the pencil given to my body, not to my mind as such — what would it do with a pencil, anyway?  When considering these practical situations, the ‘I’ or the ‘me’ seem very much to be the mind/body composite, the organism as a whole.


Consciousness and Causality


Try this experiment: imagine a 3-inch cube of wood painted on all sides with red paint.  Now imagine the cube cut into 1-inch cubes.  How many cubes will there be?  And how many of these will have (i) three red sides, (ii) two red sides, (iii) one red side, (iv) no red side?  


Most people tend to solve this problem by imagining the red cube being cut up, and then “visually inspecting” each of the smaller cubes in one’s imagination.  But what is it that solves the problem?  The mental manipulation of these images, of which I am conscious?  Or the brain processes, of which I am unconscious, that underlie these images?


Is any problem solved by way of our conscious thoughts and images?  Or is all the work done by subconscious machinery in the brain underlying these thoughts and images?  Does the physical event cause the non-causal mental event (a theory known as epiphenomenalism)?  Or are the physical and mental “events” just two ways of describing the same event (an identity theory of the mind and brain)?


Is my mind what perceives and thinks about the world?  We certainly don’t say things like: “my body saw a sparrow fly out that bush” — but it sound almost as strange to say that “my mind saw a sparrow…”.  It would be reasonable to interrupt anyone speaking like that to ask: “Do you mean that you saw the sparrow?  What’s all this talk of your body seeing or your mind seeing?” 


It is clear, in a naïve sort of way at least, that one needs a mind in order to do things like think, wonder, believe, or doubt — and that one might get on well enough doing these things without a body — but that one definitely needs a body in order to do things like swim, play hopscotch, or digest one’s lunch.  Do these “normal ways of talking” tell us anything about what we really are?

When we stop to consider the mind (is it me, or is it my mind, that does the considering?), we normally have in mind that part of us that is conscious or aware, the part that senses or perceives, and also that thinks — and that’s why the following story is so peculiar.


A certain patient, known in the psychology literature as L.B., was having trouble seeing.  It turns out that a tumor had destroyed part of his optical cortex, which is the part of the brain responsible for processing visual information.  As a result of this damage, L.B. reported that he could see nothing on the left side of his visual field.  


Nonetheless, when asked to guess where an object in his left field was, he would point correctly over 90% of the time.  This suggested that there were neural pathways bypassing that part of the brain responsible for awareness, and yet which supplied perceptual information about the world.  The visual data became part of the general background information available to the brain, even though the conscious subject was unaware of the data.  This phenomenon is known as blindsight.


This story makes clear at least two things: First, that the status of the brain generally has a pronounced effect on the status of our experiences.  This is something humans have understood for centuries, although we are only now developing some sense of the causal details involved.  Second, it is possible to sense without being aware of the sensing.  Is it perhaps also possible to think without being aware of the thoughts?  If so, what role does consciousness play?  Does it have a causal role?


When thinking about the mind we are immediately confronted with two contrasting points of view — the inner and the outer — both of which seem absolutely compelling, yet both of which, seemingly, cannot be correct.  The mind would seem to inhabit this non-physical realm: My thoughts are in my mind, and they seem to be nowhere in space, suggesting that my mind is also nowhere in space.  My thoughts would seem to lack all physical qualities, and thus my mind as well — and yet it is this very mind that allows me to perceive and to consider the physical world around me.


Zen Buddhism on the Self


“Why are you unhappy?  Because 99.9 percent of everything you think and of everything you do is for yourself — and there isn’t one.” 


— Wei Wu Wei, Ask the Awakened (1963)


Substance or Attribute?


Questions of free will and personal identity (and the possible survival of bodily death) depend on first deciding what the mind is.  Does the mind exist as a distinct kind of substance?  Or is it just an attribute of certain kinds of material bodies?


We might ask what it means to “act freely” or to “be the same person over time,” but ultimately these questions point to the more basic question of what the self or mind is.  If physicalism is correct, and the mind is just a special way that the body functions — so, an attribute of the substantial body — then there is no prima facie reason for thinking that the mind might survive the death of the body.  Similarly, there is good reason to believe that nothing happens in the mind that is not causally related to earlier physical events in the body, thus making free will problematic.  


[26] Cartesian Dualism


Image Rotation


Psychologists have found that people can rotate images anywhere from 320° to 840° per second, depending on the object rotated (for instance, letters and numbers can be rotated more quickly than other figures), as well as the age of the subject.  Roger Shepherd, who worked with image rotation in the early 1970s, discovered a precise linear relationship between the angle an image is rotated and the time it takes to rotate it.  


It has also been found that pigeons are able to solve these problems at the same speed, regardless of the degree of rotation (and they can do this more quickly than human beings).


René Descartes (1596-1650) developed a metaphysical view that involved two distinct kinds of substance: mental substances (the essence of which is to think), and material substances (the essence of which is to be extended).  This is what we mean by ‘Cartesian Dualism.’ 


Cartesian dualism also holds that human beings are to be understood as composites, consisting of two distinct substances: the human body (a highly complex physical body) and a human mind (a simple soul).  Cartesian dualism also claims that, in the context of the human body, mind and matter stand in causal interaction.   There is one human mind for each human body, and these two substances interact with each other.  For instance, the mind experiences some sound coming from behind, and desires to have the body turn and look in that direction; here, the vibrations in the air strike the eardrums, causing a certain nervous excitation that travels to the auditory part of the brain, and ultimately “enters the mind” (or “I become aware of it”), at which point the sound occurs; the mind then directs the appropriate muscles of the body to contract or relax so as to turn the body in the proper direction.   


This Cartesian world in which we live is actually two: a mental world in which minds exist with their ideas, and that is non-spatial and immaterial (and where each mind is connected to every other mind only indirectly, through their accompanying bodies), and a physical world in which bodies exist, extended in space, and where the material bodies are directly related to each other.  My access to my mind is direct, but to other minds it is indirect. 


The Apparent Irreducibility of the Mental


Mental experience and mental terms do not seem to be reducible to the physical, and this irreducibility offers prima facie support for Cartesian Dualism.  First, experience has a subjectivity or interiority to it that would seem to set it wholly apart from the physical world.  We have external sensations (e.g., I see a red chair) and internal sensations (e.g., I feel pain), we have mental imagery, we suffer emotions (e.g., fear, anxiety, joy, sorrow, hope) — and all of this seems to occur inside us (not inside our bodies or brains, but rather inside the mind itself).  For instance, when I eat a chocolate bar and experience the taste of chocolate, we assume that something is happening in my brain that makes possible that sensation of chocolate; but if a brain surgeon opened up my skull, there would be no part of my brain that she could lick and thereby have the same experience I am having.  She might record neuron firings which correspond with my experience, but those firings seem to be quite different from the experience itself.


Along with this interiority of experience, three related and common beliefs and desires seem to recommend dualism.  The first is the nearly universal belief that we are “free agents,” that we are more than programmed robots or puppets on a string, that we can choose and deliberate and will our actions freely and decisively.  Sometimes I choose to do something with my body now (this is actual willing); or I choose to do something on condition of some future event (this is conditional willing or intending).  Yet if we are nothing more than bits of matter, then all of our thoughts and actions will be caused by the motions of other bits of matter, and our freedom will be wholly illusory.  So human freedom, prima facie, seems to require metaphysical dualism.


A second feature is our feeling of personal continuity or identity.  The matter of our bodies is always changing and, while our experiences are changing as well, there seems to be a continuity to our persons that transcends this change.  Yet if we were only material beings, then such continuity and identity would seem to be compromised.  


Related to this second feature is a third, the hope for immortality or an afterlife.  If I am nothing but matter, then I will cease to exist once my material being disintegrates (such as when my body dies).  If, on the other hand, I am an incorporeal, indivisible mental substance, then the death of my body is nothing to me, for the real self cannot die (the only way it could die is through disintegration; but if it is simple and indivisible, then it obviously can’t be divided into parts, and so it cannot disintegrate.  Admittedly, it is a standard part of most Christian confessions that one’s body will be resurrected at some future time, thus allowing for one’s continued existence.  But that sort of immortality depends upon divine intervention, and so lacks the certainty and universal appeal of a proof that the self is an immaterial soul.  (For more discussion of these issues of free will, personal identity, and the survival of death, see the chapters on “Free Will and Determinism” and “Personal Identity and The Afterlife,” both below.)


Descartes’ Arguments for Dualism


Descartes offered several arguments for viewing mind and body as distinct substances.  One was a result of his methodological doubt: I can imagine not having a body, but I cannot imagine not having a mind.  Therefore mind must be separate from body, and while it may be true that I have a body, it is the case that I am a mind.


A slightly better argument for dualism is to note that a material body is divisible, but mind would seem to be indivisible.  That is, I can imagine taking a bit of matter (some body) and dividing it into pieces or parts; but I cannot imagine doing the same to a mind (or my mind).  Minds have a unity about them not found in matter.  Since everything that is extended is divisible, mind must not be extended; and if it is not extended, then it obviously is distinct from matter; thus it is a different substance.


This argument from the indivisibility of mind has two different forms.  The first is conceptual: I cannot conceive of mind having any parts into which it can be divided.
  Mind must be unified, for otherwise it could not have a thought.  For instance, if one part of the mind began a thought, and another part of the mind completed the thought, then there would be no thought at all.  It would be like having separate individuals each thinking one word of the proposition: here, the whole thought (e.g., “There’s a red balloon in that tree”) would not occur at all.  


The second argument is experimental: although the mind seems to inhabit the whole body, we do not sever or divide the mind when we sever or divide the body, such as when a foot is amputated: this does not result in a corresponding amputation of the mind.


Problems with Dualism


Despite these various considerations in favor of a dualist understanding of the mind, philosophers have been quick to point out several problems with Cartesian dualism that appear to be very nearly intractable.  While considered separately, below, they all center on the basic puzzle of how immaterial minds and material bodies are supposed to causally affect one another.


The conservation of matter and energy


Leibniz on Cartesian Interactionism


“Descartes recognized that souls cannot impart any force to bodies, because there is always the same quantity of force in matter. Nevertheless he was of the opinion that the soul could change the direction of bodies. But that is because in his time it was not known that there is a law of nature which affirms also the conservation of the same total direction in matter.  Had Descartes noticed this he would have come upon my system of pre-established harmony.”


— G. W. Leibniz, Monadology, §80


It has been argued that any interaction between mind and body will violate the physical principle of conservation, for it opens up what was a closed physical system.  On Descartes’ account, minds are able to add energy to the material system whenever the mind moves the body to do something, and energy is lost to the mind whenever the body affects the mind.


A present-day Cartesian might reply that the principle does not apply to brain phenomena, or that the net gains over losses of energy may be so slight as to be undetectable and thus irrelevant.  Or that there may not be any net gains or losses (it may take no energy for the body to act upon the mental, and the mental may be able to effect changes in matter that doesn’t involve any addition in energy).


How can minds and bodies interact causally?


Mental and material substance are so dissimilar that it is wholly unclear how they are supposed to causally interact with one another.  We understand how two bodies interact: one bumps into the other, and causes it to move.  This mechanical interaction is the sort of account that Descartes tried to give of the workings of our bodies.  But the body cannot “bump” into the mind because there is nothing physical that it can bump into.  Minds will offer no resistance to the bodies; similarly, the mind cannot “bump” into a body. 


In short, the causal interaction between my mind and my body — which, according to Descartes, is supposed to occur in the pineal gland — is wholly mysterious, and it is a mystery of the worst sort: not only do we not know how the interaction occurs, it appears that we can never know: it is, in principle, beyond our ken.


How are minds and bodies connected?


Closely related to the problem of causal interaction is understanding how individual minds and bodies are connected together.  What is it that connects my mind to my body, and not to someone else’s body?  If mind is immaterial and non-spatial, it would seem as though it might end up connected to anything.  What ties it down to this particular lump of matter?


Initially, one might suppose that there is some sort of physical connection.  But this can’t be right, since the mind is (by definition) non-physical.  There isn’t any obvious way it might get hooked to a physical thing, such as a neuron, or something like the pineal gland.  Lacking a straight-forward physical connection, we might turn to a connection by virtue of occupying the same space or contiguous spaces.  But this won’t work, either, for while bodies are in space, and therefore have a location, minds are non-spatial.  


In order to talk about the location of minds and mental events, one might develop a distinction between local and virtual placement in space: the mind is in the body virtually but not locally, that is, the mind seems to have a location, but not a precise one — for instance, I’m certain that my mind isn’t somewhere on the moon.  In fact, I’m pretty sure that my mind is somehow inside my body, and perhaps even inside my skull.  But I’m not sure where, exactly, it is in the skull — maybe it is co-extensive with the brain.  But we don’t want to say that the mind is extended, for it seems to have a unity that resists extension.  This distinction between virtual and local placement in space, however, really seems to be just a fancy way of saying that we traditionally attach our minds to our bodies, although we aren’t sure how this is done.


Of course, if we reject the Cartesian hypothesis that minds are “mental substances” separate from “bodily substances,” then we could say that a mind is extended equally with its body, and that it is simply the way that the body functions (insofar as it thinks, feels, and desires).  Here the unity of the mind is a “functional” unity (just like the unity found in a properly functioning automobile).  This non-Cartesian approach, of course, rejects the notion that minds and bodies are separate (or even separable), and thus does not solve the problem of connecting minds and bodies so much as dissolves it.


[27] Physicalism


[News clipping]


Study says male brains bigger than female brains


Copenhagen, Denmark (ap) – Danish researchers say they’ve found that men, on average, have about 4 billion more brain cells than women.  But they haven’t figured out what men do with them.


Dr. Bente Pakkenberg, a Copenhagen Municipal Hospital neurologist who led the research project, told Danish radio last month that the conclusions came from an examination of the brains in 94 cadavers of people age 20 to 90.


The average number of brain cells in males was 23 billion, while the females had about 19 billion.  Asked what the males might be doing with the surplus, Dr. Pakkenberg said: “Right now it’s a mystery.  The knowledge we already have shows men are not smarter than women.”


American Medical News (August 18, 1997)


Dualism is the view that reality consists of two separate kinds of things: material bodies and immaterial minds, each with their corresponding events.  Monism, on the other hand, claims that reality consists of one kind of thing, which is either mental or material.  The only traditional view of idealistic monism is George Berkeley’s (discussed in some detail in a previous chapter).   As might be evident after some reflection, however, it does not matter much what you choose to call the one kind of stuff that exists, once you adopt monism, since this stuff must still account for the observed phenomena, including those phenomena that are “mental” and those that are “material.”  We will now examine below various materialistic forms of monism.


Support of Materialistic Monism


Apart from the problems noted above that plague dualism, materialistic monism is further supported by the following considerations.  


First, Cartesian dualism assumes a clean break between those mechanical bodies that have minds, and those that don’t.  Such a clean division, however, is belied by animal behavior, which indicates great similarities up and down the ladder of complexity, from human beings and other primates down to rats, birds, lizards, and worms.  This was a problem pointed out even in Descartes’ day: if non-human animal behavior is explicable in mechanical terms, then human behavior is as well, and vice versa.  This continuum makes dualism highly suspect.

Second, Cartesian dualism results in a skepticism of other minds.  (This is a problem for all dualistic theories.)  As Gilbert Ryle muses, if Cartesian dualism is true, then “for all that we can tell, the inner lives of persons who are classed as idiots or lunatics are as rational as those of anyone else.  Perhaps only their overt behavior is disappointing; that is to say, perhaps ‘idiots’ are not really idiotic…” (The Concept of Mind).


Finally, by segregating the mental world off as a separate substance, then psychology as a science becomes impossible.  We cannot study other minds, since we cannot properly get at them (they are invisible, non-material, private, etc.).  In the following, we will briefly consider three physicalist theories of mind.


Philosophical Behaviorism


Gilbert Ryle (1900-1976), in his Concept of Mind (1949), developed philosophical behaviorism as an antidote to Cartesian dualism and what he called the “myth of the ghost in the machine” — that is, the belief that there exists an immaterial soul within the material body.  This behaviorism claims that mental states are simply “logical constructions” from our behavior and dispositions to behave.   In other words, a mental state is just a kind of behavior, either actual or dispositional: to be in pain from touching a hot stove just means to draw one’s hand away from the stove, or to cry out, or to clutch one’s hand and begin looking for ice; it also means trying not to touch hot stoves in the future; and so on.  The mental is nothing more than a certain way that a body behaves.


According to Ryle, Cartesian dualism rests on what he called a “category-mistake” insofar as it claims that mental events belong to one logical type or category when in fact they belong to another.  Specifically, Descartes claimed that mental events are private, infallible, internal, and happen to a special kind of substance (mind), when in fact these mental events are nothing more than certain ways that our bodies behave or are disposed to behave.   Not every sort of human behavior is mental, of course.  Thinking of the Mona Lisa is not the same sort of thing as stumbling into a ditch.  These two behaviors inhabit different conceptual spheres, although they both have to do with our behavior.


 [Poem]


#632



The Brain — is wider than the Sky —



For — put them side by side —



The one the other will contain



With ease — and You — beside —



The Brain is deeper than the sea —



For — hold them — Blue to Blue —



The one the other will absorb —



As Sponges — Buckets — do —



The Brain is just the weight of God —



For — Heft them — Pound for Pound —



And they will differ — if they do —



As Syllable from Sound —


— Emily Dickinson (1830-86)

Ryle suggested that Descartes’ category-mistake was rooted in the science of his day.  The advent of the mechanical sciences, in the work of Galileo and others, led to the question of where our mental lives fit in.  Is thinking just a subtle mechanical operation, as Thomas Hobbes had speculated?  Descartes wanted to avoid this materialism, and so postulated the mind as a non-physical, non-material thing that nonetheless had the power to cause ideas, and to initiate movements in the body to which it is attached.


In rejecting Cartesian dualism, Ryle insists that his behaviorism is not a form of materialism.  “Both Idealism and Materialism are answers to an improper question,” he argues, in that they assume that mind and matter are terms of the same logical type.  It “presupposes the legitimacy of the disjunction ‘Either there exist minds or there exist bodies (but not both)’.  It would be like saying, ‘Either she bought a left-hand and a right-hand glove or she bought a pair of gloves (but not both)’.”  Ryle’s behaviorism rejects both idealist and materialist answers to the question: “What is the mind?”


Mind/Brain Identity Theory


Mind/Brain identity theory is the view that the mind just is the brain, or at least some part of it, and therefore that mental events are identical with certain physical events located in the brain.  When a certain group of neurons fire in a certain way, that just is a visual image of a certain shade of red, or a certain feeling of sadness, or a memory of one’s 12th birthday.  Many physical events in the world have simply an outer or external aspect, but some events (many that occur within a brain) have an inner aspect as well as an outer aspect. 


Identity theory, like Cartesian dualism, allows for us to think of the mind as a substance or thing.   Unlike with dualism, however, the mind is now just a special kind of physical thing.


Possible problems with identity theory involve the location of mental events and the apparent privileged access one has to one’s own mental events.  First, the mind and its thoughts don’t seem to be located in space, whereas physical events are very much located in space, and if mental events are identical with certain brain events, then the mental events do indeed occur in space.  This may not be much of a problem, however, since it trades on perhaps dubious intuitions, and in any event it would also seem that thoughts clearly do occur in space, since they seem to be taking place in one’s head.


A second possible problem is that I seem to have a “privileged access” to my own mental events, whereas the physical events of my brain are essentially open for anyone suitably situated to observe.  The identity theorist will claim that this seeming privacy of the mental is an illusion.  The neurologist can see the process occurring that just is the event of thinking (believing, experiencing, etc.) something.


Functionalism


Is the actual stuff making up the brain important for there to be a mind?  The identity theorist thinks it does matter, since the mind just is the brain: If there is no brain, then there is no mind.  The functionalist, however, disagrees.  Imagine replacing the brain — neuron by neuron — with electrical linkages.  A neuron collects charges from other neurons, and passes these charges down the line to the next neuron.  Without too much difficulty we might replicate this causal chain by using electrical wires and switches.  Functionalism is the view that such a project — at least in principle — could be successful.  The physical material that “embodies” the mind is not important.  What matters is the “causal array” of that embodiment, or its functional state.


Functionalism is in some ways a cleaned-up version of behaviorism.  It holds that we can define mental states in terms of their cause, the effects they have on other mental states, and the effects they have on behavior.  The net result is that talk about mental states is ultimately reducible to talk about sensory inputs and behavioral outputs.


Mental events and physical events are different ways of describing the same system.  Mental events are individuated by their causal or functional role within the brain.  The mind is a causal array or network, which might be implemented in various sorts of materials, including brains.


Functionalism is a materialist theory of the mind that avoids the problems of correspondence that trouble the mind-brain identity theory.  Functionalism involves distinguishing between physical descriptions and abstract (functional) descriptions of systems, that is, the rules governing a function, and the physical manifestation of those rules or function.  The physical manifestation might occur in a brain or in a computer.


Similarly, we can describe the brain in two ways: physically (given a description of the neurons and their interconnections and order of firings) and functionally (using mental terms primarily for describing the function of those certain operations).  A certain event in the brain will be an act of thinking not because it is a special kind of brain event, but because it performs the appropriate function in the brain’s program.  Functionalism is closely related to work on artificial intelligence, to which we turn in the next section.


Arguments against eliminative materialism


(a) Introspection


But this would also support the existence of witches and celestial spheres.


(b) Self-defeating


(c) Too ambitious


Maybe a few concepts of folk psychology will drop out, but most will not.


[28] Artificial Intelligence: Can Computers Think?


Animal Behavior, Rational Souls, and Clever Robots


I see these human beings walking about, interacting with each other and with myself: How do I know that they aren’t just cleverly-built robots?  Is there a test that would allow us always to know when we are confronted with a real “person” — a Cartesian thinking thing — instead of some programmed machine?


Descartes’ metaphysical dualism implies that the human body, being made up entirely of matter, is just a complicated machine — divinely crafted, of course, but nonetheless a machine following mechanical laws.  The human mind or soul inhabits this machine, and stands (in some mysterious way) in interaction with it, such that the mind “controls” at least some of what the machine does.  Similarly, things that happen within or to the machine are often consciously experienced by the mind.  


Descartes also believed that non-human animals (“brutes”) were simply machines, and nothing more.  He believed this on the basis of two tests that he describes in his Discourse on Method (1637).  The ability to speak was Descartes’ first test.  He claimed that the absence of brute speech is not due to lack of speech organs (after all, magpies and parrots can imitate the human voice) — and even if they did lack these organs, we find that deaf and dumb human beings still create a language, unlike brutes.  Further, human speech is more than mere “expression of passion,” which is all that brutes are capable of performing.   We must not suppose that brutes possess some “unknown language,” Descartes argues, for if this were so, then they could communicate their thoughts to us as easily as they can to each other, and they clearly do not communicate their thoughts to us.


Descartes’ second test is actually best viewed as his principle criterion, with speech being just an example.  This test concerns the universality or adaptability in one’s behavior.  “Reason is a universal instrument,” and thus can adapt to any contingency — for instance, developing novel strings of words for novel situations.  Descartes found that various animals were exceptionally skilled at a few things — even out-performing human beings, just as an adding machine can add sums more quickly than we can.  But while quite good at one or two skills, they perform horribly overall, since they are unable to adapt to the peculiarities of each new situation.  (This is all quite false, of course, as the animal studies of the past century have shown; but such were Descartes’ beliefs.)


The implications of Descartes’ arguments are fairly severe.  If non-human animals fail these tests, then they are understood to lack souls; and if they lack souls, then they lack mental lives, and so are fundamentally no different than human built machines, like clocks or calculators.  They cannot think, nor can they suffer. 


At least two questions confront us here: (1) Are these tests a proper indication of the presence of a rational mind? and (2) Can non-human animals truly not pass them?  These tests were questioned from the very start, and some of Descartes’ contemporaries turned his argument in the opposite direction: Because animal behavior did not seem all that different from what humans do, if all animal behavior could be understood mechanistically, then so could humans — and thus we should think of ourselves as nothing more than machines.  The most famous proponent of this view was the French philosopher and physician Julien Offray de La Mettrie (1709-1751) and his notorious book, Man a Machine.
  Drawing a clear line between human beings and other animals has not been easy, and it is constantly being redrawn as we increase our understanding of other animals.  We once thought that only humans could use tools, or could pass down information from one generation to the next, or engage in play, or deceive others, or form concepts, or have a “theory of mind” (a sense of the intentions of another individual).  Each of these lines was eventually erased by ethologists and comparative psychologists, studying the behavior of other animals.


As it turns out, there actually are two lines to draw, not one — although this has not always been clear in the history of the discussion.  First, we are looking for an essential difference between human beings and other animals; second, we are looking for an essential difference between human beings and humanly-built computers and robots.  These are potentially quite different borders to negotiate, and I would like now to turn exclusively to a consideration of the latter border.


[image: image2.jpg]Alan Mathison Turing (1912-1954) was an English mathematician, logician, and early theorist of computer science who, among other things, built a computer used to crack the German military code (devised by their own “Enigma” machine) during World War II.  


Turing was also interested in the field that is now called “artificial intelligence,” and he developed the famous Turing Test as a means for deciding whether computers can indeed think.
  This test was actually quite simple: it involved two humans, A and B, and a computer, C.  The first human, A, would communicate, by way of a keyboard, with B and C.  A would ask any question he liked of his two interlocuters, and if he was unable to reliably say which was the human and which the computer, then the computer was said to have “passed the test” and, for all practical purposes, would be said to be in possession of a mind (i.e., be able to think).  It is with the articulation of this test that the field of artificial intelligence officially began.


Turing Machines
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Turing machines are the basis of all computers that exist today.  The hardware to be used is left unspecified; a Turing machine could be implemented in a structure made of banana peels and egg shells, although perhaps with some difficulty.  Normally, silicon chips are used to implement them.  They are characterized as being able to do three things: have states, read symbols, and modify these states and symbols.  A state is a disposition to act, and Turing machines will have some finite number of states.  The machine must also be able to recognize symbols (normally these symbols are just the presence of different levels of electrical voltage).  The symbols could be thought of as existing on a long tape, but they could just as easily be embodied in a number of different media, such as iron oxide dust on a floppy computer disk or pits in the surface of a DVD.  Finally, depending on the state that the machine is in and the symbol that is being read, the machine must then be able to perform any of the following actions: (i) move to the previous or next symbol, or continue reading the same symbol; (ii) erase the symbol and write another symbol; and (iii) change to a different state, or remain in the same state.  The sample machine in the accompanying box is designed to take any string of A’s and B’s and re-order them so that all the A’s come first, followed by all the B’s.  It’s a simple machine (much simpler than one designed to add or subtract numbers), but it does its job transparently and well.  It consists of four different states, which are described in terms of how the machine responds when it reads a certain symbol (A, B, or no symbol).  Imagine a sample tape with the letters ‘BABA’, and now imagine moving between the four states of the machine, as described in this table, as you grind through the letters of the sample tape (begin in state 1 reading the ‘B’ on the far left).  After fifteen or so moves, the sequence ‘BABA’ will be re-ordered as ‘AABB’ and the machine will stop.


Machine States and States of Mind 


The view that the mind is just a fancy Turing machine is rather compelling.  The states of Turing machines can be thought of as “dispositions to behave” just as minds have dispositions.  If a Turing machine is in state #1, for instance, and it sees a “0”, then it might erase the “0” and write a “1”, move to the next symbol, and enter state #2.   If I am in a hungry state and I see a pizza, then I might move to the pizza, consume a portion of it, and enter the state of satiation. 


Artificial intelligence (AI) is the attempt to simulate human intelligence in a computer.  It assumes a functionalist account of the mind — the mind is just the functional description of the body, primarily the brain.  Therefore this function might, in theory, be replicated or modeled in a computer (thus producing artificial intelligence).


If a task can be done on a Turing machine, then that task is algorithmic (or computable).  This is “Turing’s Thesis,” and was the first precise definition of what an algorithm is.  A task is algorithmic, in other words, if the process for performing the task is so well defined that a mere machine can do it.  It is hard to know whether a task is algorithmic until you attempt to program it onto a computer.  For our purposes, the question is whether everything that the mind does is also algorithmic; if it is, then we should be able to implement or model the mind in a computer.  At that point, it might be legitimate to say that the computer can think.


Artificial Intelligence as a “Top-Down” Strategy


One can try to explain what the mind is in either of two general ways: from the bottom-up or from the top-down.  Bottom-up strategies begin with the “atoms” of mental experience and work upwards until reaching the complex phenomena of various mental skills (such as remembering, learning, and pattern-recognition).  The two likeliest candidates of this bottom-up strategy are behaviorism (focusing on stimuli and responses) and a neuro-physiological approach that looks at firing patterns of individual neurons.  Each of these comes with its problems: the stimuli and responses that behaviorism acknowledges aren’t likely to be the relevant atoms, and with neurophysiology, there are so many neural connections that, even while these are likely our best candidate for the “mental atoms,” the technical difficulties surrounding their exhaustive study appear to be, at least at present, insurmountable.  These problems make top-down strategies more attractive.  With this top-down approach, you analyze complex mental phenomena into ever smaller units of organization until you arrive at non-conscious elements (such as neurons and their connections).  This strategy best characterizes AI and traditional epistemology — for instance, the most general top-down approach is Kant’s: How could anything experience or know anything?


One general strategy in AI is to analyze our mental functions into simpler and simpler functions until finally the functions, when viewed by themselves, no longer appear to be minded or intelligent.  Consider the problem of how we form a visual representation of the world.  A naïve view of this process, put as crudely as possible, assumes that there is a person inside your brain that interprets the images coming in, as though there were a movie screen inside the head (these are the internal representations), as well as a little person (or homunculus) watching the show (that is, interpreting these representations).  This account, however, does little to explain how we understand the world; it just puts the problem off a step, for either the homunculus understands what he sees or he does not; if he does not, then neither do we; if he does, then there must be an even smaller homunculus inside of him, observing its own set of internal representations (and here, of course, we enter an infinite regress).  Representations cannot simply understand themselves; there must be an interpreter.  The approach of AI is to solve this problem by breaking down this interpreter-function into sets or structures of functions that are so simple that they do, in fact, understand themselves.  The mind, as we know it, disappears into its non-mental parts, becoming nothing more than the sum-total of these parts insofar as they are functioning together.


Searle’s Criticisms of Artificial Intelligence


John Searle (b. 1932) teaches philosophy at the University of California/Berkeley and has become a prominent critic of functionalism and the AI project.  In his essay, “The Myth of the Computer” (1982), Searle notes that there are three levels for explaining human behavior.  The first level is what has come to be called “Folk psychology,” the common-sense understanding of conscious intelligence.  This consists of hundreds of common-sense generalizations or laws like “Persons in pain tend to want to relieve that pain” or “Persons who are angry tend to be impatient.”  These laws make use of various concepts like belief, desire, fear, and pain, and we use these laws and concepts to explain and predict human behavior.  This level of explanation works well enough in practice, but is not scientific. 


In the past several centuries, Searle notes, we have become convinced that our folk psychology is somehow grounded in the workings of the brain.  Neurophysiology — a second level for explaining human behavior — is scientific, but not well developed, and (perhaps merely as a consequence of its immature state) it cannot explain much of our behavior.


Cognitive science is the most recent attempt at a third level between these two — a kind of a scientific psychology that is not introspective, and yet not merely a study of the brain.


Many cognitive scientists see at the heart of their field a theory of mind based on artificial intelligence, which Searle summarizes with three propositions: (1) the mind is a program, (2) the neurophysiology of the brain is irrelevant, and (3) the Turing test is the criterion of the mental.  Searle criticizes each of these propositions.  Against the claim that the mind is a program, Searle notes that the mind does one thing that no program does: it attaches an interpretation to the symbols used.  As Searle puts it, computer programs are mere syntax without semantics; the symbols remain uninterpreted in the computer.  Searle supports his criticism with what has become a famous thought-experiment: the Chinese Room.  He asks us to imagine a room without windows, but with something like two mail slots — one for incoming pieces of paper, and one for outgoing — and hundreds of books lining the walls inside the room.  The room also contains one non-Chinese speaking human adult — call her Betty.  The pieces of paper sent into the room contain sentences written in Chinese, and the books are filled with transformation rules that tell Betty how to respond (also in Chinese) to these sentences.  Betty need not know that the sentences are in Chinese, or even that they are sentences.  All she needs to do is identify the string of symbols in one of the books and then copy out the corresponding set of symbols that the book indicates.  Now suppose that a Chinese speaker, Wenje, is writing down messages and sending them into the room, and that appropriate responses are coming back out.  It would appear that Wenje is having a conversation with Betty.  But by hypothesis, Betty doesn’t know that the symbols she is manipulating are sentences, much less Chinese sentences, and she has no idea that she is conversing with someone.  But this is precisely the situation of a computer: It shuffles symbols around following pre-set rules (the syntax), with no understanding (the interpretation or semantic content of the symbols) of the symbols.  Therefore, the computer has no semantics, no understanding of the symbols.


The second proposition — that the neurophysiology of the brain is irrelevant — seems to rest on the notion that a computer simulation is the same thing as whatever is being simulated.  If we can manage to simulate the workings of the brain on a computer, then there is nothing significantly different between the two.  But Searle finds this absurd.  A computer might simulate the various mechanisms involved in our feeling thirsty, and even have it print out the words: “I’m thirsty” — but no one would contend that the computer really is thirsty.  Much of our behavior, Searle continues, is grounded in the kind of physical beings that we are, not simply in the way that these beings function.  


Searle is being tendentious here.  His examples seem crazy, because computers aren’t the sort of things that eat or drink (and thus are not the sort of things that get thirsty or hungry).  But strong AI doesn’t claim that computers are beings capable of thirst or hunger; rather, it claims that they are capable of thought.  Thirst needs a body, but does thinking need a brain?  Strong AI does not think so; but Searle disagrees:


I believe that everything we have learned about human and animal biology suggests that what we call “mental” phenomena are as much a part of our biological natural history as any other biological phenomena... Much of the implausibility of the strong AI thesis derives from its resolute opposition to biology.


Finally, Searle believes that his Chinese room thought-experiment undermines the Turing test.  Wenje, the native Chinese speaker, might easily believe that he is having a conversation with someone who understands Chinese, when by definition he is not.


Daniel Dennett (b. 1942) and others have argued that Searle’s Chinese Room argument fails to undermine AI because it misunderstands the level at which “understanding” takes place.  In the Chinese Room, Betty clearly has no understanding of Chinese, or even what she is doing — that’s true by the very terms of the argument.  But Dennett wishes to argue that the room itself understands Chinese.  This is the “systems reply” to Searle — a reply that Searle finds preposterous.  When put in terms of the thought-experiment, the systems reply might indeed seem preposterous, but Dennett would argue that this sense is an illusion, brought on by the terms of the argument.  After all, we have entities who are clearly conscious beings — Betty, Wenje — and it’s also clear that Betty understands none of the Chinese being spoken, whereas Wenje does.  Because they are both (ex hypothesi) human beings, then it would seem that they are at the same epistemic level — but of course they are not.  The entire Chinese Room is at the same level as Wenje, and inside Wenje we could postulate some analogous Betty who is equally oblivious to what is going on.

What do you think?


Free Will and Determinism


“In man, free agency is nothing more than 
necessity contained within himself.”


— Baron d’Holbach (1723-1789)

“man is condemned to be free.”


— Jean-Paul Sartre (1905-1980)

[29] Aristotle on Action


Voluntary Actions


[image: image3.png]Voluntary actions, according to Aristotle,
 are actions in a person’s power to perform, free of any physical compulsion, and that the agent understands what she is doing.  Specifically, voluntary actions have two necessary conditions:


(a) the action must originate in the agent (“no physical compulsion”)


(b) the agent must know the relevant circumstances of the action (“no relevant ignorance”)


An action is considered involuntary if it fails either of these two conditions, but there is also an intermediate class of actions that Aristotle called mixed, and which involve a kind of psychological compulsion. Mixed actions are voluntary, but the blame is ambiguous because of extenuating circumstances — for instance, the action was performed under some threat (either human or natural, where one must choose between the lesser of two evils).  It is often unclear to what extent a particular threat should count as “compelling.”  Aristotle offers the following examples: Doing X to prevent the killing of one’s family, or destroying one’s property to save one’s life, or submitting to disgrace to attain some noble end, or doing X to avoid torture — but some actions, according to Aristotle, are impermissible even under duress (matricide is his example).


Involuntary Actions


Involuntary actions are a result of either physical compulsion or ignorance.  With compelled actions, the agent “contributes nothing” to the action.  The compelling force may be either other human beings, or else natural forces, such as a storm at sea.  


The second sort of involuntary action is performed out of ignorance, either general or particular.  A state of general ignorance is achieved through inebriation or through some extreme passion.  Here we act with no proper sense of the consequences of our behavior and so, in a sense, act involuntarily.  This class of action, however, is in Aristotle’s eyes the most vicious, since we were responsible for having willingly entered this state in the first place — allowing oneself to be the sort of person who drinks to excess or who flies easily into a passion.  Consequently, actions done out of general ignorance are punishable: We blame the agent not for his act, but for his culpable ignorance.  


Actions done out of particular ignorance, on the other hand, are indeed done in ignorance of what one is really doing.  For instance, you give someone a glass of water to drink, unaware that the water contains poison, whereby you inadvertently kill the person.  Such actions are unfortunate, but typically not blamable. 


[30] Why is There a Free Will Problem?


“Give me free!”


It is an unforgettable moment in Amistad, Steven Spielberg’s film about an African man named Cinque who helped commandeer the slave ship carrying him and his fellow Africans to America, but who was ultimately captured and brought to trial in Boston.  During the trial, this man Cinque rose up from his courtroom seat and cried out in newly-learned English: “Give me free!  Give me free!”


What Cinque wanted, what any human wants, is to be free from unjust restraints, whether imposed by the state or by any other man.

Free will is often confused with this physical or political freedom.  The former is a metaphysical problem, while the latter is physical or political.  Cinque was demanding his physical freedom, to be released from physical chains.


Imagine, while out walking one day, that a huge tree limb falls on you, so that now you are pinned to the ground; or imagine that kidnappers have snatched you off the street and are now whisking you away in their black SUV, all bound and gagged; or that the state has arrested you and thrown you in jail.  In each of these instances, the courses of action available to you have been seriously curtailed; but so long as you are still conscious, your free will (if there is such a thing) will still be intact, and whatever choices available to you are for you to freely choose — even if it is to choose only between despair and hope.


Physical freedom involves a freedom from certain physical restraints imposed by the environment, and political freedom is really just a subset of this, involving a freedom from restraints imposed on you by the state.  A government might limit your actions with laws and threat of imprisonment, death, or some other form of punishment, but this doesn’t touch your free will: you can still quite freely decide to break a law (and suffer the consequences).  Humans are always restrained physically to some extent.  The question here is: Are we restrained metaphysically?


Aristotle’s account of voluntary and involuntary action is a good place to begin a discussion of free will and determinism, both because his account seems roughly correct, and because it indicates what the “free will problem” is not.  The question before us now isn’t whether any of our actions are in fact voluntary — for the common-place examples offered by Aristotle make it plain that we often do indeed act voluntarily in his sense of the word.  The question is rather whether any of these voluntary actions are still done freely — whether the agent could have acted other than he did.  Was the agent the sole cause of his action?  And could he just as easily have acted in some other way?


The problem of free will is relatively straight-forward.  On the one hand it seems obvious that we act freely in those actions Aristotle called ‘voluntary’; yet on the other hand it seems equally obvious that every event in the universe is caused by some previous event.  Since all of our actions are events in the universe, it would seem that all of our actions are caused in this deterministic sense, that is, all of our actions are unfree, even when it seems as though they are the result of our free choice.  So the basic question is: Are we unfree even when performing so-called voluntary actions?


Humans are Practical Beings…


We have various reasons for believing that we are free.  We tend both to think of, and to feel, ourselves as practical agents caught in a web of actions, constantly choosing between alternative courses.  It seems obvious that at least some of our actions are free, especially in three kinds of situations.  First, we deliberate over alternative courses of action.  If you were sitting in prison under heavy security, it would be wholly idle to deliberate over the restaurant in which you might dine that evening — although even in prison, even with your arms and legs bound, it would still be yours to decide whether to glance up or down, or to think about one thing instead of another.  Deliberation between two courses of action implies the freedom to pursue either of those courses.  


We also feel regret or pride over past acts, implying that we “could have done otherwise” but did not.  Where the action was involuntary (beyond our control), regret or pride over the action is inappropriate.  If Jack is pushed out of a second storey window and lands on a would-be kidnapper who is about to snatch away a young child, thereby saving the child from being kidnapped, it would be inappropriate for Jack to feel pride for his having saved the child, for he did so inadvertently; if instead he accidentally fell on the child and smashed it flat, he might feel sorrow at the child having been hurt, but it would be inappropriate for him to feel regret, for it wasn’t his action that brought the child harm.


Finally, we feel morally obliged to perform some actions but not others, and we praise or blame others accordingly.  None of this makes sense if we are not free.
  We would not think to blame Jack for hurting the child (if that’s who he flattens), nor would we praise him if, instead, he flattens the kidnapper.  Who he flattens, and indeed that he flattens anyone at all, is wholly beyond his control and unintended, and in such cases the assignation of praise and blame is inappropriate.


…Yet Everything is Determined


Principle of Universal Causation


For any event, A, there is some other event, B, such that the occurrence of B causes the occurrence of A.


Science seems able to explain and predict large areas of human behavior.  Many acts that we consider free are later shown to have occurred necessarily following some cause beyond our control.  This is summed up in a general principle of science, the principle of universal causation, which is basic to the natural sciences and is widely assumed by the general populace as well.  Pierre Simon de Laplace (1749-1827) used this principle to construct a model of how the solar system developed in his Exposition du système du monde (1798).  He asks us to consider a being with God-like calculating abilities, who could know the position and velocity of every particle in the universe: given knowledge of this and of basic laws of motion, such a being could predict everything that will happen in the universe.  Laplace writes:


We ought then to regard the present state of the universe as the effect of its [preceding] state and as the cause of the one which is to follow.  Given for one instant an intelligence which could comprehend all the forces by which nature is animated and the respective situation of the beings who compose it — an intelligence sufficiently vast to submit these data to analysis — it would embrace in the same formula the movements of the greatest bodies of the universe and those of the lightest atom; for it, nothing would be uncertain and the future, as the past, would be present to its eyes.


Fatalism is a slightly different form of determinism.  This is the view that whatever happens is somehow destined to happen (as Doris Day once sang: “que sera sera” — “what will be, will be”).  Apart from this informal sense of fatalism, there are also two formal kinds of fatalism: logical fatalism (based on the laws of logic) and religious fatalism (based on God’s omniscience and omnipotence).  These differ from determinism in that they make no appeals to causation and causal laws, making use instead of logical features of truth and knowledge of propositions regarding future events.


Possible Responses to the Free Will Problem


There are three traditional responses to the problem of free will.  Incompatibilism is the belief that free will and the PUC are incompatible, and thus that one of them must be false.  This results in two options: hard determinism (which accepts the PUC, and rejects free will) and libertarianism (which rejects the PUC in favor of free will).  On the other hand, one might believe that the PUC and free will are in fact compatible — compatibilism (also called “soft determinism”) — and thus that the “problem of free will” is only illusory.  What follows is a summary of what the defender of each position must do: 


Determinism: the determinist normally assumes that free will and the PUC are incompatible, but he must show that the PUC is true, or at least that all human actions are causally determined.  She’ll need to take every action that we consider to be free and explain it as something determined, and show that her explanation is more probable than that of the libertarian.


Libertarianism: the libertarian also assumes that free will and the PUC are incompatible, and then attempts to prove that determinism (e.g., the PUC) is false, hoping thereby to show the possibility of free will.  He generally argues that he needs only to show that free will is possible because the “burden of proof” is on the determinist; it is the determinist, after all, who is asking us to give up a commonly-held and (morally) important belief.


Compatibilism: like the determinist, the compatibilist must show that all of our actions are caused, but then he must also show that this is compatible with our notion that some of these actions are free.  To do the latter he must provide an analysis of ‘causation’ and ‘freedom’ which indicates that they are compatible (viz., that an event can be caused by a prior event and yet be a free action), and which does not unduly violate our ordinary notions of the terms.  So the compatibilist has two challenges: the arguments against PUC, and the libertarian’s insistence on a non-determined free will.


[31] Fatalism


Before examining these three positions, we will consider two traditional arguments for a logical, or non-causal (non-empirical) form of determinism, which is traditionally called fatalism: logical fatalism and religious fatalism.


Logical Fatalism


Aristotle’s Three Laws of Thought


Law of excluded middle = for any x, x is either A or not-A


Law of identity = for any x, if x is A then x is A


Law of non-contradiction = for any x, x is not both A and not-A  


Understanding the argument for logical fatalism requires some notion of a few logical laws, as well as the difference between propositions and sentences.  Unlike religious fatalism, logical fatalism makes no reference to God’s nature, and is based instead on two logical laws: the law of excluded middle and the law of non-contradiction.  The former holds that a thing must be either something or its contradictory (there is no middle thing that it could be).  For instance, a dog is either a purebred border collie or it is not a purebred border collie (it might be part collie and part poodle, of course, but in that case it is not a purebred border collie).  (Contradictory is not the same as opposite.  The contradictory of white is not black, but rather not-white.)  The law of non-contradiction holds that nothing can be both something and its contradictory (for instance, both a purebred border collie and not a purebred border collie).  This law requires some reference to time, since things often do change into their contradictories over time: a person can be young and supple at one moment, and somewhat later be old, overweight, and unable to touch his knees.  What the law means is that, at any given time, a thing cannot be both something as well as its contradictory.


One also needs to distinguish sentences from propositions.  Sentences are collections of words, while propositions are the meanings that sentences refer to, and are what have a truth-value (i.e., are either true or false).  Any number of sentences might refer to the same proposition, just as a variety of different numerals can all designate the same number.  For instance, “I am sitting” will refer to a different proposition whenever it is uttered, since the utterance here refers to the utterer as well as to the time of utterance.  If I utter those three words now, I pick out the proposition that would go something like this: “Steve Naragon is sitting at 3:53 PM on December 30, 2007” — and this proposition happens to be true.  If I utter those same three words a few minutes later, it will refer to another proposition, and that new proposition could well be false.  Likewise with any other utterance of those three words by other people.


Only propositions have truth-values.  A proposition is either true or false, and this designation is its truth-value.  It is normally maintained that the truth-values of propositions, once these have been assigned, never change.  If I was standing up at time, t, then the proposition that I was standing then will always be true.  In the laws of thought written out above, the x’s are propositions, and the quality (A) is the truth-value of the proposition.


The Proof for Logical Fatalism


(1) For any proposition about a future event, it is now either true or false.
[excluded middle]


(2) If it is true, then I haven’t the power to make it false, since it would then be both true and false. (true at one time, false at another)
[non-contradiction]


(3) If it is false, then I haven’t the power to make it true, ….
[non-contradiction]


(4) I cannot change the truth-value of any proposition.
[1-3]


(5) If the truth-value of propositions about future events is determined, then the future events themselves are determined.


(6)  Future events are determined, i.e., I am not free.
[4-5]


Problems with Logical Fatalism


Premise one is complex, assuming both (a) that a proposition is either true or false (this is true by the law of excluded middle), and (b) that propositions about future events already have truth-values assigned to them.  This second part is not obviously true.  Another way of viewing this hidden assumption is with the following inference:


(3’) if necessarily-(T or F), then (necessarily-T or necessarily-F)


This is the move from the law of excluded middle to the claim that a proposition is either necessarily true or necessarily false (in which case, (4), I could not change the truth-value of the proposition).  This amounts to the claim that the truth-values of propositions are assigned prior to the event happening which the proposition describes; but there is no reason to accept this premise, especially if accepting it results in fatalism.


Apart from such technical problems, this argument would seem to have no practical relevance for our lives.  Since no one knows with certainty the truth-values before the events take place, things will still appear as though the truth-values aren’t yet assigned to the events.


Religious Fatalism


Fatalism might also result from certain beliefs about God, primarily God’s omnipotence and omniscience.  Divine omnipotence causes a problem with human free will because, if God is truly omnipotent, then it would seem that he is the cause of everything, including everything that we do and think.  If, on the other hand, we have some power, then God is not omnipotent.  Augustine tried to resolve this conflict by claiming that God simply acts through our free choices (although what this means is not entirely clear).  The problem of reconciling human freedom with God’s omnipotence is actually somewhat difficult, and many theists salvage human freedom only by having God limit his own powers.


Another problem for free will stems from divine omniscience, which is similar to the problem posed by logical determinism.  If God knows all events, both past and future, then all events are necessary:


(1) God has foreknowledge that I will do X.


(2) It is possible for me not to do X.
[indirect proof, assuming free will]


(3)  It is possible for me to confute an item of divine knowledge.


(4) But (3) is absurd.


(5)  We must reject (2), i.e. we are not free. 
[or reject (1), of course]


Many theologians, such as Boethius and Aquinas, have dealt with this problem by denying (1), that God has foreknowledge.  They deny this by noting that God is “outside of time” and therefore sees events as they happen (as opposed to predicting their occurrence).


[32] Three Views


Libertarianism


What do libertarians believe?
  It is useful first to note a few things that they generally do not believe.  For instance, libertarians do not believe that all human actions are free.  Rather, they agree that much of what we do is caused or pre-determined (e.g., the kleptomaniac stealing matches, the prisoner detained in jail, the child sent to bed, the person acting under the force of a threat).  Further, they do not believe that free human actions are uncaused.  Libertarians aren’t interested in purely uncaused (random or capricious) acts, since these are rarely or never subject to moral judgment.


One standard account of libertarianism holds that an action is free if: (a) the action is caused by something in the self, and (b) this something is itself uncaused, such that the person could have done otherwise (in some fundamental sense).  


This notion of libertarianism rests on something like the following story.  There exists in me an autonomous self — this belief might be motivated by some religious belief (e.g., the human self created in the image of God), or a moral theory (which requires such a self) — and I (this autonomous self) have an ideal self that I hope to become.  As such, I can choose to act either in accordance with that ideal self or in accordance with my inclinations (should they differ).  The way I do act influences my character (that is, my set of inclinations to act).  My ultimate goal is to develop a character in conformity with my ideal, such that I am naturally inclined to act in the way that I should act.


This picture of the self implies that there are two sources of my actions within me: my character and some creative power within me.  My character is molded by natural causes (genetic make-up, present stimuli, general constitution of the body, etc.), as well as by my past actions.  The creative power within me, on the other hand, is wholly uncaused, and actions resulting from it are free, as are those actions resulting from a character molded by this creative power.  Actions arising from a character molded entirely by one’s environment are unfree (in that they do not stem from the creative power).  Just because these actions are unfree, however, does not mean that I am not responsible for them.  I could have chosen to act differently than I did, resulting in a different character (I chose, in other words, to act unfreely), and so I am responsible for my action.


Arguments for Libertarianism


Because of the importance of free will to our practical lives, the libertarian argues that we should assume that it exists, laying the burden of proof on the determinist to show that we are in fact unfree.  In deliberating over different courses of action, we simply feel free.  Were we not free, why would we try to persuade others to act in one way rather than another?  And after we have chosen one action over another, we might later feel regret or pride over the choice, implying that we could have done otherwise.  In short: “I feel free, therefore I am free.”


Similarly, we cannot make sense of morality apart from freedom.  How can I be morally obligated to perform one action but not another, if I am incapable of doing or refraining?  Nor do we praise or blame others if we know that they acted unfreely.


And finally, if we were not free we would always act according to our inclinations.  But consider the situation where you can do either A or B: all your desires incline you towards A, but you also believe that A is immoral while B is the moral thing to do.  It is possible to exert “an effort of will” and perform B despite your inclinations.


Apart from these practical requirements of freedom, there are also some theoretical ones.  Certain twentieth-century developments in physics (in particular, quantum mechanics) indicate that not every event is causally determined.  Heisenberg’s Uncertainty Principle claims that, at the level of sub-atomic particles, it is impossible to determine both the present velocity (speed + direction) and the present position of any particle, making it impossible to predict the particle’s future position.  This unpredictability suggests a lack of causality, and this lack of causality could be taken as either the basis of free will, or else as proof that there are exceptions to the principle of universal causation, making it easier to accept the libertarian position.


Arguments against Libertarianism


Opponents of libertarianism have offered a response to each of the arguments given above.  Regarding the use of Heisenberg’s principle, three points can be made: First, it is entirely unclear how the indeterminacy of subatomic particles is supposed to translate into the indeterminacy of larger objects like human bodies.  The behavior of larger objects (anything much larger than an atom) appears to be wholly deterministic, as though the indeterminacies occurring at the quantum level cancel each other out at the macro level.  Second, even if such indeterminacy could occur at the level of human actions, it is unclear how this would amount to anything like the libertarian’s freedom.  What the libertarian wants is determined action, but one that is entirely determined by a free self.  And third, it isn’t obvious whether this indeterminacy is a feature even of the subatomic particles themselves; it might simply be a feature of our knowledge of those particles.  The so-called substantive interpretation of the principle holds that there really is no causation at the level of sub-atomic particles; but a methodological interpretation holds that we are simply unable to predict the position and velocity of a particle.  The particle is in fact determined to be where it actually is, but we can never know in advance where this will be.


As for our feelings that we are free, the critic will note that our feelings are sometimes reliable guides to reality, but often they are not.  For instance, there is an important difference between the self-evidence of claims like “I feel pain,” and the possible unreliability of “I feel that I understand chemistry.”  If you feel pain, then you are indeed in pain, but you might feel you understand chemistry and yet handily fail your next chemistry exam.


As for morality, if freedom is required for morality, then so much the worse for morality.  But perhaps we’ve misunderstood the requirements of morality and its system of rewards and punishment.  Perhaps morality is just a way of supplying the necessary causes that allow our society to run smoothly.  The libertarian’s appeal to morality assumes an account of morality that might simply be mistaken.


What of the feeling that we occasionally have of acting contrary to our inclinations?  First, we have no way of knowing whether we really are acting against all our inclinations.  How do we know that there isn’t some hidden inclination to do B that outweighs the inclination to do A?  Here there would be no need to bring in “an effort of the will.”  There is no way of knowing that this so-called “creative power” of the self is not some further, naturally-caused inclination that happens to be at odds with much of the rest of one’s character.


Further, the critic of libertarianism can note the essential predictability of human behavior.  Behavior is predictable only if it follows laws, and therefore much, if not all, of our behavior will be law governed.


Finally, the critic will argue that the libertarian’s notion of freedom is simply incoherent.  If the “effort of will” is in fact free (uncaused), then it is a miracle.  This in itself is no objection to libertarianism (it amounts merely to a re-statement), but it suggests a deeper problem.  If the “effort of will” is at odds with one’s natural character, then what guides the will?  The self?  But what is the self apart from its character?  A mere creativity?  But mere creativity does not offer any guidance; and so the “efforts of will” become wholly irrational, unguided actions.  Is this “effort of will” the decision to change the character to X, or to act against the character, so as to change it to X?  But in what in the self is this decision based?  This libertarian freedom begins to look like the merest caprice.


Determinism and Causal Laws


Arguments for the causal determinism of all human action tend to be of two sorts: theoretical and empirical.  The theoretical argument is based on something like the principle of universal causation:
 


(1) Every natural event is causally determined by some previous natural event.  


(2) Every human action is a natural event (or a collection or series of such events).  


(3) Therefore, every human action is causally determined by some previous natural event.


The determinist claims that we are completely enmeshed in a web of natural causation, and are constrained by our physiological, genetic, and psychological make-up.  These causal chains began long before the individual human was even born.  There is no room for a spontaneous human choice to occur in this account, but this argument does not prove there is no spontaneity; rather, it simply assumes it (in premise 2).  Consequently, libertarians should not find this argument persuasive.  What the determinist needs is a second set of empirical arguments, where various human behaviors are shown to be causally determined.  The challenge here is to provide enough examples, and of a broad enough range, that the existence of any human actions that are not captured by these causal laws becomes increasingly implausible.


Can we formulate specific causal laws that explain or cover all human actions?  Causal laws help us explain, predict, and control the world around us.  For instance, where A is the cause of B,


• We explain why B happened by pointing to A and the causal law (explanation)


• We predict that B will happen by pointing to A and the causal law (prediction)


• We bring about or prevent B from happening by bringing about or preventing A (control).


For instance, the glass jar broke (B) because it was filled with water and the temperature dropped below freezing last night (A) and water expands when it freezes (causal law).  This same law allows us to predict the event before it happens, and thus to prevent it happening (by emptying the jar, or by bringing it inside, or by adding antifreeze).  Determinists have appealed to a variety of causal laws in order to establish human determinism; we will consider each in turn.


There are a number of reasons why we believe that we are free, even though we are not.  Belief in freedom is often required by religions to justify the meting out of rewards and punishments.  Belief in freedom is required by society to justify the punishment of criminals.  And finally, we often fail to see the many causes behind an action, and therefore believe that the will is the cause.  As Nietzsche noted in one of his aphorisms: “Freedom is the chains we no longer feel.”


Multiple Causes


One complicating factor is that all of our actions will have multiple causes, and these causes will be of different kinds and degrees.  The question is whether any of these causes are under the control of the agent, and whether that cause is then significant enough that we could call the action itself as freely chosen and performed by the agent.


The Stoic philosopher Chryssipus (279-206 bce) distinguished two kinds of cause — antecedent and principal — which he illustrates with the example of a cylinder rolling on the ground.  The antecedent cause of its rolling is whatever impulse started it to roll, but the principal cause of its rolling is the cylinder’s round shape.  With human actions, the principal cause is usually rather more complicated. Whether a person — say, Homer Simpson — eats a doughnut will depend on the antecedent cause (Homer seeing or at least smelling the doughnut) and on the principal cause (Homer being hungry for doughnuts, and in general having the sort of character that easily succumbs to the temptation of doughnuts). 

Physical determinism


[image: image4.png]This is the strongest form of determinism, and it involves the claim that all human behavior is explainable in terms of physics, viewing humans as just so much matter in motion.  Imagine a Billiard Table: we can predict the position and velocity of a moving ball for any time (so long as we know its mass and velocity, and such things as friction, elasticity of the ball and sides of the table, etc.).  The same will be true if there are two or twenty balls on the table.  Paul-Henri Thiry, Baron d’Holbach (1723-1789) argued for a thorough-going determinism on this basis.  We are like swimmers in a strong current, carried ineluctably in a pre-determined direction:


Man … resembles a swimmer who is obliged to follow the current that carries him along.  He believes himself a free agent, because he sometimes consents, sometimes does not consent, to glide with the stream, which notwithstanding, always hurries him forward; he believes himself the master of his condition, because he is obliged to use his arms under the fear of sinking. [The System of Nature (1770), ch. 11]

Unconscious Decisions


“There has been a long controversy as to whether subjectively ‘free’ decisions are determined by brain activity ahead of time.  We found that the outcome of a decision can be encoded in brain activity of the prefrontal and parietal cortex up to 10 s[econds] before it enters awareness.  This delay presumably reflects the operation of a network of high-level control areas that begin to prepare an upcoming decision long before it enters awareness.”


[Soon, et al., “Unconscious determinants of free decisions in the human brain” in Nature Neuroscience, 5 (2008): 543-45]


Or to use another example from the Stoic philosopher Chryssipus:  We are like a dog tied to a cart.  The dog can choose to walk alongside the cart, or it can resist and be dragged through the dirt — but follow the cart it must.


This is how things seem, in general, when viewed in the abstract, with human beings fully immersed in the order of nature; but to arrive at causal laws with which we might begin predicting human behavior is another matter.  Physics is quite good at precisely predicting the motion of simple bodies (e.g., billiard balls, falling stones, planets); but when it comes to more complex systems, like living organisms, then it is fairly useless.  In principle, the physicist should be able to explain all these motions, but the systems are so complex that this would be done only with the greatest effort; that means that prediction (using these laws) is, for all practical purposes, out of the question.  


Furthermore, while the determinist can always claim that such prediction is possible, and thus that human determinism is possibly true, the libertarian will want actual predictions — for it’s unclear that complex organisms, and minded organisms in particular, are just bits of matter in motion.


Biological determinism


Some determinists will appeal to laws of biology to explain and predict the more complicated behaviors that characterize living organisms like human beings.   This typically occurs at the level of biochemistry and genetics, but is also heavily supported by laws of evolutionary biology.


The determinism here generally works on the level of character and disposition, as opposed to specific actions — that is, given some genetic or biological feature, a person will be predisposed to act in certain ways.


This science is much better at predicting the motions of living things, but it is not nearly as precise as physics in predicting the motion of inert things: it predicts tendencies (the likelihood of actions), but not specific actions.


Strokes and tumors that damage various parts of the brain can cause lasting changes to one’s personality.  For instance, Ken Kesey’s novel One Flew over the Cuckoo’s Nest (and the subsequent film with Jack Nicholson) vividly depicts how a frontal lobotomy can change your whole afternoon.  


[image: image5.png]Then there is the famous case of Phineas Gage, a twenty-five year old construction worker on the railroads, a friendly and industrious fellow, who in the summer of 1848 had a three foot seven inch long iron tamping rod weighing thirteen and one-fourth pounds come hurling through his brains, entering his left cheek and flying out the top of his head.  Gage actually survived the accident: He lost sight in his left eye, but otherwise he could see, hear, smell, and taste perfectly well, nor was he paralyzed in any way.  The iron bar severely damaged the ventromedial prefrontal region of his brain, however, and this transformed him into a wholly different person.  He lost his ability to plan for the future, and he no longer had a sense of social etiquette and tact.  In the words of a contemporary physician observing his case, he was now…


… fitful, irreverent, indulging at times in the grossest profanity which was not previously his custom, manifesting but little deference for his fellows, impatient of restraint or advice when it conflicts with his desires, at times pertinaciously obstinate, yet capricious and vacillating, devising many plans of future operation, which are no sooner arranged than they are abandoned.


Chemicals that we ingest can also radically change how we think and act.  Hallucinogens, depressants, stimulants, antipsychotics, tranquilizers — there’s an extensive pharmacopoeia for altering our moods, the way we perceive the world, and what we want to do.  


One example of how a chemical imbalance can profoundly affect our behavior is the condition called pellagra, which results from a niacin deficiency.  Known as the “disease of the three D’s” — dermatitis, diarrhea, dementia — it causes confusion, and general disorientation, often accompanied by periods of mania.  In the early 1900s it was a leading cause of death in poorer regions of the southern areas of the U.S., where corn — which is niacin deficient — was the staple grain.  It also accounted for roughly 10% of the admissions to asylums in those areas.  Pellagra is still common in certain areas of Africa and India where corn and millet are staples.  As a consequence, it accounts for some 8-10% of all admissions to the insane asylum in Hyderabad, India.


Porphyria is an inheritable metabolic disorder that involves episodic decreases in the ability to produce hemoglobin.  Such episodes are accompanied by red urine, acute abdominal pain, insomnia, restlessness, confusion, and irrational behavior.  King George III (1738-1820), who ruled Great Britain from 1760 to 1810, suffered from this (at the time undiagnosed) disorder, and occasionally required a straight-jacket to confine his bizarre behavior.  His attacks began in 1788, and after the 3rd or 4th attack, Parliament replaced him in 1810 with his son.


One last example is mercury poisoning.  Everyone has heard of the Mad Hatter in Lewis Carroll’s Alice in Wonderland, but not everyone knows that “mad as a hatter” is an expression that inspired Carroll’s character, and not the other way around.  Hatter’s were, on average, madder than those in the general population, and this was directly related to their profession.  Many hats are made out of felt, and the felting process involves the use of mercury.  Mercury can be absorbed through the skin as well as inhaled, and too much mercury brings about a form of insanity.  Thus the madness of hatters.


[image: image6.jpg]The above are all examples of how our behavior — what we do, and how we think and feel — can be strongly influenced by physical conditions well beyond our control or ability to choose.  


Of course, the libertarian can rightly say: “Look here: No large iron bar has pierced my brain, I’ve taken my vitamin supplements, I’m not suffering from porphyry, and I’ve steered clear of mercury.  So why should I think my actions are somehow unfree?”  What the determinist needs to show isn’t that obviously non-voluntary actions (in Aristotle’s sense) are determined, but rather that voluntary actions are determined as well; and so what needs to be shown is that the person’s choice is determined.  Subsuming one’s choices to the realm of physical and chemical events is clearly a possible approach, as already noted above; but we can also remain at the psychological level of choices and show these “choices” are still not really under the individual’s control.


Psychological determinism


Human behavior can be explained in terms of psychological laws (e.g., patterns of association, subconscious drives, neuroses, operant conditioning, and so on).  While these laws are much more applicable to human actions (as opposed to, for example, Boyle’s Law or the law of gravity), they lack some of the predictive accuracy of the physical sciences (although the behaviorist — like Skinner — would claim that a high degree of precision is possible if we know enough of the antecedent facts).  And these “human sciences” have not come close to formulating a complete sets of laws for predicting and explaining every human action.


Operant Conditioning is the process by which the results of a person’s behavior determine whether the behavior is more or less likely to occur in the future.  This conditioning was studied closely by the psychologist B. F. Skinner (1904-1990), who taught first at Indiana University, and later at Harvard.  Skinner’s own students were also quite adept at operant conditioning.  There is an often-cited case — possibly spurious — where Skinner was conditioned by his own students always to lecture while standing by the podium: they would cough or drop books, look bored, etc., whenever he moved away from the podium, and they would appear more attentive the closer he stood to the podium, and giving him their rapt attention whenever he actually touched the podium.  Eventually Skinner lectured only while standing by the podium.  


[image: image7.jpg]A famous cinematic example of operant conditioning is found in Stanley Kubrick’s 1971 film A Clockwork Orange,
 where the young hoodlum Alex is enrolled in a new government penal reform program.  The program had Alex watch violent images on the screen while being given medication that made him nauseous.  Alex soon formed such a strong association between violence and nausea that he found himself unable to lift a hand against anyone without becoming ill — and in this fashion was made safe to re-enter society.  Most who watch this film believe that something wrong was done to Alex, however brutal a fellow he was prior to his treatment; and yet haven’t we all been conditioned, by our parents and others, with outcomes similar to Alex?  Are we any more free than him?

Finally, some actions may be caused by subconscious drives and desires, such as kleptomania.  A kleptomaniac friend who steals all your Glenn Gould CD’s at a party is to be viewed more as a natural disaster (like termites, say, or a leaky roof), than as a responsible and moral agent.


General Problem for Determinism


If you’re a determinist, you need to pick a science which will provide the causal laws for explaining, predicting, and controlling all human behavior, such that none of it can count as being free.  This will lead you into a dilemma: (a) either you pick an accurate science (physics, chemistry, biology) which seems less relevant to human behavior, or (b) you pick a relevant science (psychology) which is, however, not as accurate.  Of course, the determinist can make use of all these types of explanations; and put together, they make a pretty strong case.


If you assume that humans are just material things, then there is no reason to doubt that physical laws will ultimately be able to explain their actions.  But this just begs the question against the libertarian, for it’s not obvious that people are nothing more than material things, and to show that they are would require showing them to be susceptible wholly to these laws, which leads us in a circle.


Compatibilism


The compatibilist (or “soft determinist”) believes that libertarians and hard determinists share an improper understanding of human freedom.  The compatibilist believes that all events in nature are causally determined by other events in nature (and that human beings are fully part of the natural world), but also that many of the events proximally caused by humans are free.  With compatibilism, an action is free if it is caused by the self and this causality of the self is itself caused by events outside the self.  The ultimate cause of a free act is always going to be something outside the control of the actor (e.g., the environment and her genetic predispositions), but the action’s proximate cause will be inside the actor and of which the actor is conscious. 


[image: image8.jpg]External causes are those that impinge upon us from the outside: the social environment (behavioral conditioning), physical environment (sensory stimuli, diet, genetic predisposition), threats of force or actual use of force.  Internal causes are those that arise within the person, and include two major groups: conscious (or controllable) causes, and unconscious (or uncontrollable) causes.   


Among conscious causes are the principles, desires, and values that we consciously hold.  These are the causes that we identify as “our own,” and we call those actions free whose internal cause is consciously held.  Subconscious causes are all those neuroses, phobias, and such that the psychiatrists talk about.  Presumably these subconscious desires and beliefs affect our consciously held desires and beliefs, and perhaps we can also consciously-influence our subconscious selves.  This subconscious world is itself shaped by the various external causes mentioned above.


Prediction and Freedom are Compatible


Once we are familiar with a car, we can predict how it will handle under various driving conditions.  Similarly, we routinely predict the behavior of others, and yet we rarely think of this as calling into question their freedom.  They are freely acting in accordance with longstanding preferences. We can predict a person’s actions if we know what motivates him, that is, what his character or personality is like.


In general, we want our freedom, but we also want it with plenty of the right kinds of constraints.  For instance, we don’t want to hold just any belief whatever; we want our beliefs to be constrained by the evidence available to us.  What we want, primarily, is freedom from constraint imposed by the will of others.  We want to act from our own principles and beliefs, and we want these principles and beliefs to be acquired in the “right way.”


It is helpful here to distinguish different levels of desire, what Harry Frankfurt has called first-order and second-order desires…


Theories of Punishment


Retribution


C. S. Lewis: the “humanitarian theory” (rehabilitation) views punishment as therapy, criminal behavior is an illness to be treated.  This ignores desert and, with desert, justice.  Desert and just punishment make sense only on a retributivist view.  Rehabilitation involves incarcerating and treating people as based on what psychological experts say.  And deterrence favors doing whatever will deter would be criminals (even punishing the innocent).


Having shown that altruistic acts are possible, we might go on to show that they are biologically necessary.  This is what the sociobiologists suggest.  Gould’s thesis is that altruism is biologically-programmed.


Freud argued that civilization requires altruistic behavior, which goes against our bestial natures, thus resulting in various conflicts.  Darwinian evolution would seem to suggest that altruism could not come about “naturally,” so that it must be some cultural product, as Freud thought.


The theory of kin selection, as developed in the early 1960’s by W. D. Hamilton, gives us an evolutionary model that explains the possibility of altruism.  It has predicted with great accuracy the altruistic forms of behavior in the social insects.  Given the biological basis of altruism in other animals, it is not unlikely that this same basis is the cause of human altruism.


Personal Identity and 
The Afterlife



Nothing in his life became him like the leaving it.


—William Shakespeare, Macbeth (Act I, Scene 4)


[33] Personal Identity and Personal Survival


What is it that stays the same from the time you’re born until the time you die, such that we can say that the same person existed from birth until death?  All the molecules of your body are constantly being replaced; the outward appearance of your body is constantly changing as you gain and lose weight, add wrinkles and scars and other marks of time, and lose teeth, hair, and other parts.  And if your body does not seem especially stable, your mind is even less so, what with your thoughts, feelings, and desires constantly shifting.  There seems, indeed, to be little stability to your existence; and yet you typically feel quite comfortable in talking about your past and future as though they really are yours.  When we talk about ‘identity’ and ‘identical’, we don’t mean ‘similar’ or ‘identical in resemblance’; I don’t resemble very closely the newborn baby that later grew up to be who I am now, and yet I would say that that baby was me — that we are identical.  Similarly, two ball bearings in the hub of my bicycle wheel might resemble each other perfectly, and yet they are not, in the sense we have in mind, identical, for they clearly are not the same thing (they are not numerically identical).


Wittgenstein on Death


6.4311  Death is not an event in life: we do not live to experience death.

If we take eternity to mean not infinite temporal duration but timelessness, then eternal life belongs to those who live in the present.

Our life has no end in just the way in which our visual field has no limits.


6.4312  Not only is there no guarantee of the temporal immortality of the human soul, that is to say, of its eternal survival after death; but, in any case, this assumption completely fails to accomplish the purpose for which it has always been intended.  Or is some riddle solved by my surviving forever?  Is not this eternal life itself as much of a riddle as our present life?  The solution of the riddle of life in space and time lies outside space and time.


Ludwig Wittgenstein, Tractatus 
Logico-Philosophicus (1919)


The question of personal identity grows especially compelling in the face of death.  Watching others die and losing their companionship helps motivate our desire for, and belief in, an “afterlife” — that is, some form of human existence beyond our quotidian realm.  Ever since Plato, philosophers have been depicted with one foot in the grave, forever worrying over death and the afterlife — and perhaps some understanding of death is important for a proper understanding of life.  Philosophers do have quite a bit to say here, although some of them argue, like Wittgenstein, that positing an afterlife doesn’t really help explain or give meaning to life, since it merely puts off answering life’s inevitable mystery.  Other philosophers, like John Perry, argue that the notion of an afterlife is incoherent (and therefore, in any normal sense of the word, impossible).  


Personal survival involves two things — a person and survival — and it must allow for both my anticipation of future experiences and my memories of my now present and past experiences.  Survival clearly requires more than merely “surviving in the memory of others,” and it requires more than the material atoms of my body surviving somewhere in the ecosphere (recycled in the bodies of worms and plants), and it also requires more than my mental atoms or mental stuff (if there is such) surviving as part of the Godhead or World-Soul or Nirvana.  If the thing that survives is not a thinking thing that remembers my experiences and is connected to my present self in some appropriate way, then I cannot be said, in any meaningful sense, to survive.


Death and Grief



Grief fills the room up of my absent child,



Lies in his bed, walks up and down with me,



Puts on his pretty looks, repeats his words,



Remembers me of all his gracious parts,



Stuffs out his vacant garments with his form.



Then have I reason to be fond of grief.



Fare you well: had you such a loss as I,



I could give better comfort than you do.



I will not keep this form upon my head



When there is such disorder in my wit.



O Lord! My boy, my Arthur, my fair son!



My life, my joy, my food, my all the world!



My widow-comfort, and my sorrow’s cure!


— William Shakespeare, The Life and Death of King John (Act III, Scene IV)


There are three common Western traditions regarding the survival of bodily death.  The first is bodily resurrection.  Here personal survival simply involves the resurrection of the body (or, perhaps, the creation of a “similar” body).  The second tradition, stemming from the ancient Greeks, is a disembodied survival.  Here the non-physical soul survives the death of the body, and this soul is either eternal (having existed for all eternity), immortal (having begun to exist in the past, but now continuing to exist indefinitely), or mortal (where the soul will die sometime in the future after the body’s death).  A third tradition, endorsed by most Christian sects, is the view that survival requires both resurrection of the body and continued existence of the immaterial soul (see 1 Corinthians 15, or the Apostles’ Creed).  Here, the soul can exist separately from the body, but the person is not complete until the soul and body are united.


Must simply the “thinking thing” survive, or is there more to me than that?  Can I be me without my body?  What has to survive so that the same person that exists now will also exist later?  This brings us to the more general question of personal identity, namely, in what does personal identity consist?  What makes me “the same person” from moment to moment through the career of my life (and possibly beyond)?  Before we consider this, however, we need to look at the nature of identity in general.


[34] Varieties of Identity


Summers were the best part of my growing up — a claim I imagine most of us could make — and part of what made summers so good for me was spending time on my grandparents’ farm.  There were apple trees to climb and woods to explore, but best of all were those long afternoons when my grandpa and I would float around in a little rowboat on the pond out back.  We called it fishing, although fish weren’t always involved in the project.  He bought that boat new when I was little, just for us, so that we could fool around together on the water.  


[image: image9.jpg]Sometimes we’d haul the boat in for repairs, and I’d help replace an old plank, or sand and brush on a new coat of paint.  Now while it didn’t happen to the rowboat we used, it’s not much of a stretch to imagine having to replace, over the years, each of the boards that made up that little boat.  And there might be some grandfathers, fussier than mine, who would replace a board at the first sign of damage or rot; and if you combined such fastidiousness with my own grandpa’s frugality, then you can easily imagine a pile of loose planks slowly accumulating in the corner of the barn — all the old boards from the rowboat that were replaced (“You never know when a board like that might come in handy…”).  You could imagine how, after ten or fifteen years of such replacements, every single board in the original rowboat would be replaced.  And off in the corner lay all the boards original to the boat when it was first bought.


Now imagine this frugal, fastidious grandpa finally dying, and all his property going up for sale in an estate auction.  You’re there, of course, because there are warm memories in some of the things for sale, including that old rowboat that you see lying off to the side in the grass alongside various farm implements.  You also notice a pile of lumber stacked neatly in a corner of the barn, and come to realize that these are the castoffs from the many repairs made on the rowboat.  While waiting for the auctioneer to finish with the household goods, you start piecing these planks together, and pretty soon you’ve reconstructed the original rowboat, the one you’re grandpa bought for the two of you back when you had just turned three.  All it would take are some nails and sealant and paint, and you could be out back floating on the pond again, just like in the old days.  The memories make your heart ache and you long to get to work on it.


Death and Meaning


“Dead bodies are indecent; they proclaim with embarrassing candor the secret of all matter, that it has no obvious relation to meaning.  The moment of death is the moment when meaning hemorrhages from us.” 


— Terry Eagleton, After Theory (2004)

Then you look back over at the other rowboat lying in the yard, and stop short.  Which boat was it that so fills your memory of summers long ago?  The boat over there in the grass, or this one in the barn that needs a little work?  You remember how, during one of your last summers at your grandpa’s (before high school came with all its distractions), you scratched your initials into the bottom near the back, and after a little searching, you find them on one of the loose planks in the barn.  The more you reflect, the more you’re torn between these two boats.  Which one did you share with your grandpa?


Let’s give these boats different names to facilitate the discussion.  The boat your grandpa bought so long ago we’ll call Al; the boat out on the grass we’ll call Bill; and this pile of boards we’ll call Carl (just to even things up, let’s invest a few afternoons and fasten all those boards back together, so as to make Carl seaworthy).  Now we can start making some observations.  Back towards the end of that first summer, when your grandpa felt the need to replace one of Al’s small planks, Al was still Al even after the replacement.  It would have been strange to claim otherwise; and likewise with each subsequent summer: Al was still Al.  That would suggest that Al is identical to Bill (listed in the auction as a “rowboat”), and this seems to be true not in the sense that Al and Bill are similar, but rather in the very strong sense that they are numerically identical, that they are one and the same rowboat.  


Locke on Persons


John Locke defined a person as “a thinking intelligent being, that has reason and reflection and can consider itself as itself, the same thinking thing, in different times and places; which it does only by that consciousnes which is inseparable from thinking, and, as it seems to me, essential to it: it being impossible for any one to perceive without perceiving that he does perceive.”  [Essay, Bk. 2, ch. 27, §9]

And yet if you consider all the planks belonging to Al when it was first purchased, you’d find those very same planks now in Carl (listed in the auction as “miscellaneous lumber”).  So it also seems that Al and Carl are identical — again, in this strong sense of being numerically identical.  Yet we know that both these claims can’t be true, since Bill and Carl aren’t numerically identical — they can’t be identical, because they are two separate things.


John Locke, an English physician and philosopher of the 17th century, discussed the nature of identity in his widely influential Essay Concerning Human Understanding (1689).
  Locke considers several kinds of identity: logical identity (a thing is what it is and not another thing; A= A), the material identity of heaps (where if you add, remove, or replace a particle, then you have a different heap), and the functional identity of systems or organized beings (where if the thing remains the same functionally, then it is said to maintain its identity).
 We can avoid the paradoxical situation with Al, Bill, and Carl by distinguishing between the material identity of heaps and the functional identity of systems.  Al and Bill are functionally identical, while Al and Carl are materially identical.  Once this distinction is made, the paradox disappears.


With respect to the functional identity of systems or organized beings, Locke considers separately the identity of non-living organized beings (ships, tools, machines), the identity of plants and animals, and finally the identity of human beings.  According to Locke, life is the principle of identity for living things.  It is the “organizational principle” uniting the disparate parts (which themselves may change).  We might re-phrase this and call life the “functional unity” of the thing, which maintains a thing’s identity through the many material vicissitudes of time.


[35] The Basis of Personal Identity


An Epicurean Death


“Death, the most terrifying of ills, is nothing to us, since so long as we exist, death is not with us; but when death comes, then we do not exist.  It does not then concern either the living or the dead, since for the former it is not, and the latter are no more.”


— Epicurus, “Letter to Menoeceus” 


The identity of human beings depends upon this functional unity of the life of the organism.  Locke was quick to point out, however, that ‘human being’ and ‘person’ do not mean the same thing, and that consequently the identity of the one might not be the same as the identity of the other.  A human being is a kind of living organism, while a person is a thinking being and, in particular, is a forensic or legal being.  In other words, a person can be held accountable for her actions, and what makes a person accountable for her actions is the ability to recognize them as her own, and this requires an awareness of what she is doing, in doing X, as well as an ability to remember having done X.  So being a person (or here: the same person as she who so acted in the past), involves both consciousness and memory.  Locke concluded that personal identity requires memory: I am the same person over time so long as I have memories that connect me to my past selves.


[image: image10.jpg]Being Identical vs Recognizing Identity 


Two separate but closely related questions regarding personal identity are (1) What makes me the same person over time?, and (2) How do I know that I’m the same person over time?  The former question concerns the basis of personal identity (an ontological question), while the latter concerns the way we can recognize such identity (an epistemological question).  The epistemological question, furthermore, may well have different answers regarding my own identity and the identity of others.  The criteria I use for considering myself to be the same self from day to day are that I have the same memories, that I have roughly continuous emotional states, and that others around me respond to me in the same way (they say things like “Hi Steve,” and the people that I remember knowing act towards me as though they know me, etc.).  The criteria that I use for deciding that someone is the same as someone I’ve previously seen normally includes their bodily resemblance and general behavior (which should exhibit beliefs and attitudes generally consistent with those held previously).  This epistemological question is not trivial — indeed, Locke appears to have ultimately viewed the ontological question as moot, claiming that we can have no knowledge of such matters.  


Is Mental Substance the Basis of my Personal Identity?


Leading candidates for the basis or foundation of personal identity are mental substance (immaterial substance; spirit; soul; the thinking thing), bodily substance (the human body), consciousness and memories, and the brain (a part of the body).  Let’s first consider the possibility that my mental substance remaining the same is the basis of me remaining the same.  This claim is somewhat plausible — especially for Cartesians, who equate the self with the “thinking thing” or mind (which is a mental substance).  Since I am just my mind, my personal identity rests wholly on the identity of my mind.  Descartes felt that we have immediate and perfect knowledge of our own minds, which should make the recognition of our own identity easy.


But Locke rejected this Cartesian view that personal identity was a matter of “substantial unity” (namely, that we exist as the same soul or mental substance over time) — for Locke did not think we could gain any knowledge of such a soul.  We neither care nor know whether, throughout our lives, we are in some “vital union” with the same or different immaterial substances, and we are willing to affirm or deny personal identity in complete ignorance of this.  Hence, the identity of immaterial substance is neither a necessary nor a sufficient condition for personal identity.  In reviewing Descartes’ arguments in his Meditations, we see that all he has shown is that I am certain that some thinking thing exists, but not that this is somehow the same thinking thing that existed ten minutes ago.  We have (as Berkeley put it) merely a “notion” of the workings of a mind or mental substance, but nothing more.  Locke followed Descartes in being a dualist, but argued (against Descartes) that we cannot have knowledge of this substance (and therefore no knowledge of its identity through time).  Locke argued that we can imagine a single person containing more than one mind or mental substance, as well as imagine many people sharing a single mind or mental substance.  This becomes more clear when you think of the mind or mental substance as merely a tool or mechanism for thinking (somewhat like the CPU of a personal computer), without involving any memories or thoughts as such.  Here we can imagine that these minds or souls could get passed around freely, just as different carpenters might all use (at different times) the same hammer.  Similarly we might imagine a single person using two different minds (thinking mechanisms), just as a carpenter might use (perhaps as a joke, or to show off) a different hammer in each hand.

Is Bodily Substance the Basis of my Personal Identity?


[Poem]


Spring



To what purpose, April, do you return again?



Beauty is not enough.



You can no longer quiet me with the redness



Of little leaves opening stickily.



I know what I know.



The sun is hot on my neck as I observe



The spikes of the crocus.



The smell of the earth is good.



It is apparent that there is no death.



But what does that signify?



Not only under ground are the brains of men



Eaten by maggots.



Life in itself



Is nothing,



An empty cup, a flight of uncarpeted stairs.



It is not enough that yearly, down this hill,



April



Comes like an idiot, babbling and strewing flowers.


— Edna St. Vincent Millay, 1921 (1892-1950)

Perhaps being the same person simply requires that there is the same body.  The main point favoring this theory is that we seem to rely on the similarity of bodies in determining the personal identity of others.
  One might object that the body could not possibly be the basis of personal identity since my personal identity remains the same through time whereas my body is constantly changing: molecules come and go as I eat, respire, sneeze, (etc.), my skin and hair and fingernails are constantly being replaced, and so on.  So there is very likely no part of me that is the same as when I was born (at which time there was also only about seven pounds of stuff).  Similarly, we might have the misfortune of losing parts of our bodies: our appendix or tonsils, a finger, toe, or limb in an accident, etc., and yet no one would suggest that such losses bring about a loss of personal identity, nor do they typically interfere with recognizing other people as the same over time.  These considerations should remind us of the difference between material and functional identity: clearly our bodies lack material identity over time (since their matter is constantly changing), but they appear to have a functional identity until the time of death, and it is this functional identity that serves, perhaps, as the basis of our personal identity.


Locke and others have objected, however, that the functional identity of our bodies is simply the identity enjoyed by all plants and animals, and that personal identity is something more, insofar as being a person is more than simply being an animal.  What we want is an identity of that thing that chooses and acts, an identity of agency and thus an identity of the responsible party for those actions.  Who or what I am would seem to be much more than just my body; rather, I am a mind with a set of experiences (thoughts, sensations, feelings, desires) — and surely these are what determine my personal identity.  To further this point, Locke argued against the view that bodily substance is the basis of personal identity in much the same way that he argued against mental substance, namely, that we can imagine a single person (or consciousness) spread between two or more bodies, and we can also imagine a single body inhabited by two or more persons (after the fashion of Jekyll and Hyde, perhaps, or of Sybil, the famous case of what was once called “multiple personality disorder” but in the DSM IV is now called “dissociative identity disorder”).  If  a one-to-one correspondence between bodies and persons is not necessary, then bodily identity cannot be the basis of personal identity.


Are Consciousness and Memory the Basis of my Personal Identity?


[Poem (haiku)]


The world of dew


is a world of dew and yet


and yet.

— Issa (1763-1827), on the death of his only child


Given the above arguments, Locke concluded that substance (both mental and material) is simply irrelevant to personal identity.  What matters rather is the identity of my consciousness (that is, thought or awareness itself, as opposed to Descartes’ “thinking thing”) and of my memories.  My consciousness separates my self from other selves, and so personal identity would seem to consist of an identity of consciousness.  My identity extends as far back into the past as my memory.  As far as we can ever know, mental and material substance is irrelevant: I may consist of many such substances but, so long as they are united by a single consciousness, I remain a single person.


Locke is likely right in seeing our mental lives as central to our sense of self, and yet there are certain intractable problems with viewing personal identity as based on continuity of consciousness and memories.  First, it’s a commonplace that our consciousness is discontinuous and our memory is incomplete (I fall asleep, I forget things), which suggests that my continuity as a person is always being broken; but no one believes that they are a different person after every nap, and so it seems unlikely that this consciousness criterion is adequate.


It can be argued (successfully, I think) that our memories bridge the various gaps in our conscious lives; upon awakening (from a nap or longer sleep, or from a coma, etc.) we use our memories to reconstruct our lives again — this usually happens quickly and spontaneously, although in cases of protracted coma this can take longer and be more difficult.  But we still have the problem of incomplete memories.  Thomas Reid, an 18th century Scottish philosopher and critic of Locke’s, raised this problem with his “Brave Officer” example: imagine an officer who, in mid-life, recalls being flogged as a boy, and who, as an old man, recalls his brave deed as an officer but can no longer remember the flogging.  On Locke’s criterion, the boy and the officer are the same person, and the officer and the old man are the same person, but the old man and the young boy are not.  Locke might try to avoid this by talking about potential memories, but surely we can imagine a case where the old man has simply lost his childhood memories such that they truly do not exist (even potentially) for him, and yet we would still want to say that the old man was the same person as the child.


But perhaps the most difficult problem for Locke’s memory criterion is that we are unable to distinguish between genuine and apparent memories by referring to memories and consciousness alone.  Insane asylums are filled with people who claim to be Napoleon Bonaparte or Jesus or Catherine the Great, and they will even “remember” such events as the defeat at Waterloo, or the crucifixion, or various episodes at the St. Petersburg court, but we don’t want to allow that these people are in fact identical with whom they claim to be.  They are crazy, and their memories are not genuine.  How do we know this?  Well, we assume that their memories are not genuine because their bodies could not have been in the right place to have had those memories (none of them are old enough, for instance, to have been at Waterloo to witness the defeat of Napoleon’s army, or at the crucifixion of Jesus of Nazareth, or at Catherine’s court).  


Is my Brain the Basis of my Personal Identity?


Separating genuine from apparent memories seems to require some reference to the body, as shown in the following argument:


(1) Sincere memory claims are either genuine or apparent.


(2) Being “in the right location” to have the memory is necessary for a memory to be genuine.


(3) Location is determinable only by referring to the body.


(4)  Distinguishing genuine from apparent memory claims requires the body (and possibly more than that).


So it would appear that bodily identity is necessary for recognizing personal identity.  Basing the recognition of personal identity on the body, however, met with several problems above.  A way out of this difficulty might be to base personal identity on just a part of the body, namely, the brain.  The brain, after all, is what is affected by the various sensations that form the basis of all genuine memories of events like Napoleon’s defeat at Waterloo.  If your brain was not at Waterloo at the time, then you cannot have a genuine memory of the event; at best, you experienced it in some second-hand way, such as from reading a book or hearing a history lecture.


[image: image11.jpg]It is not difficult to demonstrate the centrality of the brain to our personal identity.  Suppose tonight, after you’ve fallen asleep, a team of neurosurgeons breaks into your bedroom, puts you under general anesthesia, and removes your brain; suppose that they had earlier removed George Bush’s brain and now proceed to install it into your skull.  Later that night they will rush back to Washington, DC, to hook-up your brain to George Bush’s body.  Now here we have a fairly practical question: Where will you be when you wake-up in the morning?  


The person with George Bush’s looks will likely shrink back a bit at the First Lady’s morning affections and will worry about being late to class.  Meanwhile, the person with your looks will be issuing Executive Orders, calling for Secret Service agents, and in other ways acting presidential.  Your friends will at first think you are playing a joke on them; after a while one of them will quietly call a counselor in the student development office to let them know that you’ve finally lost your marbles.  People’s intuitions differ regarding this brain-transplant scenario, but most feel that they go wherever their brain goes.  Just as the biblical Ruth said to her mother-in-law Naomi, so we say to our brains, “Whither thou goest, I will go; and where thou lodgest, I will lodge; where thou diest, will I die, and there will I be buried” (Ruth, 1:16-17).  


[image: image12.jpg]These strong intuitions that identify our brains with our selves are in part based on the belief that the brain is the repository of our memories.  But there must be more to personal identity than these memories, for suppose that there exists a “memory-transfer” machine that allows us to surreptitiously switch your memories with the President’s.  After the transfer, both of you will be somewhat confused (for instance, one of you will have memories of going to bed in the White House, of having such and such a body, etc., and yet will be confronted in the morning with the experience of a completely different bedroom and body).  Do we want to say here that one goes with one’s memories?  Maybe, but it all seems less certain.  It could be that after the transfer, we have instead two very confused persons who awake in the same beds (and bodies) they had earlier fallen asleep in?  Is it possible that your brain has a way of processing experiences that makes them uniquely yours?  We normally consider a person suffering from amnesia as the same person, and presumably a person with a wholly new set of memories will still be that same person, only now somewhat deluded.


“The average man does not know what to do with this life, yet wants another one which will last forever.”


— Anatole France (1844-1924)

A similar thought-experiment, developed by Bernard Williams,
 further separates the roles of memories and brains in our sense of personal identity.  Williams argued that memories are not what count (or at least not exclusively) in matters of anticipating the future.  Suppose that you were told that tomorrow afternoon you will be tortured.  You are understandably worried.  Now imagine that your future torturer also tells you that tomorrow morning, before the torture begins, you will lose all of your memories as well; will you find any comfort in this change of plans?  A Lockean might, since then the person being tortured would no longer be you, but the rest of us would find such a prospect worse than simple torture.  It would still be you and your body suffering the torture — only now you would no longer remember who you were or how you got there.  


This thought-experiment appears to speak against the memory criterion, but not the brain criterion.  Imagine two people, you and someone named Smith.  The torturer tells you that tomorrow afternoon he will give Smith one million dollars, but that he will cut off your fingers, have your eyes pecked-out by crows, and so on.  This should cause you no small distress in anticipating the events of tomorrow afternoon.  But now suppose that your torturer tells you that all of the above will happen, except that before it does, he will switch your brain with Smith’s.  Now won’t it be the case that, although you may feel some distress at losing your body and acquiring Smith’s, you nonetheless would be changing bodies, and that this would be a proper description of what was happening, so that the body that was being tortured was no longer your present body?  It might be terrible to think of a crow pecking-out your old set of eyes (or anyone’s eyes, for that matter) — but still, they wouldn’t be your eyes anymore, and you would not be tortured.  So again, it seems that our identity depends on our brains rather than on our memories.


Is my Body the Basis of my Personal Identity? — A Reconsideration


The above thought-experiment gives preference to the brain over other parts of the body, but there are reasons for worrying about such preferential treatment.  After all, no one has undergone a brain transplant yet, and so we can only guess at some of the consequences.  It might turn out, for instance, that our bodies are unique in the way that they filter our experiences, such that if my brain were in a different body, the world would appear quite differently to that brain.  Or it may turn out that my emotional states are closely linked to my body, such that losing my body (by having the brain transplanted into another body) might also involve losing my emotional constitution.  It may, indeed, turn out that these “background” features of ourselves are in fact so central to our sense of self that a brain-transplant would better be described as a loss of one’s brains (and cognitive memories) rather than as a loss of one’s body (with its emotions and ways of experience).


Finally, there is the question of spatially locating the self that is brought into focus by Daniel Dennett’s story “Where Am I?”  Dennett’s story suggests that, in brain-transplants, we won’t identify with the location of our brains, but rather with the location of whichever body or sense-organ that is feeding sensory-information to the brain — a fact obscured by the simple brain-transplant thought experiments.  In Dennett’s story, the body seems to be much more important for the “location” of the self and its thoughts than the brain — unless your body dies, and then you seem to be “disembodied.”  There’s still a brain, but it doesn’t really serve as a body for you (since it has no sense organs).


Preparing the Dead


“When a body arrives at a funeral home, it is subjected to a series of steps before the actual process of embalming commences.  First, funeral home personnel lay the body out on a stainless steel or porcelain embalming table, not unlike those used for an autopsy.  They then remove all of the corpse’s clothes and either clean and return them to the family or destroy them as they do with any bedclothes that accompany the body.  Next, funeral home personnel carefully inventory any jewelry on the body, usually taping or tying rings in place, so they do not disappear.  Other jewelry and glasses are removed during embalming and then replaced on the body.


The embalmer then cleans the body surface with a disinfectant spray or solution by sponging it onto the body.  This kills any insects, mites or maggots on the body and decreases any odor from the corpse.… The embalmer disinfects the mouth and nose using cotton swabs.  If fluid from the lungs or stomach seeps into the mouth (both are called “purge” in the industry) the mortician rolls the body over to drain it out.  Nasal suction is also used for this purpose.  To avoid further secretions from the mouth or nose, some embalmers cut and tie off the trachea (windpipe) and esophagus when they cut open the neck to expose the arteries for embalming.


Next, the embalmer positions the body.  He relieves rigor mortis by flexing, bending and massaging the arms and legs.  He then moves the limbs to a suitable position, usually with legs extended and arms at the sides or hanging over the sides of the table so that blood can drain into and expand the vessels for better embalming.  Once embalming fluid enters the hands, they will be placed in their final position over the chest or abdomen.  The fingers are often kept together by using cyanoacrylate (e.g., Superglue).  […]


The embalmer then closes the eyes using cotton or an eyecap, a plastic disk with knobs on the surface which is inserted under the eyelids to keep the eyelids closed.  Alternatively, the eyelids are glued closed with Superglue or rubber cement.  The embalmer often massages the forehead to relax the muscles that control the eye area, achieving a peaceful look with the upper lids just meeting the lower lids two-thirds to three-fourths of the way down.  If the upper and lower lids meet in the middle, the corpse takes on a pained look; if they overlap, it looks as if the face is squinting. …”


Kenneth Iserson, Death to Dust: What Happens to Dead Bodies? (1994), pp. 197-99


Is the brain the “seat of consciousness”?  Traditionally this “seat” just was the thinking thing, that is, the soul or mental substance (which, if Locke is right, we aren’t able to re-identify, for lack of criteria).  But suppose there are no souls, and consciousness resides simply in the brain: why should I presume this consciousness to be me?  Perhaps consciousness is just a power or ability, and is the same in everyone; like eyeballs or hearts, perhaps it could be changed without affecting personal identity.  


On the other hand, if my consciousness is unique to me, then what makes it different from your consciousness?  Regardless of what is considered the seat of consciousness (such as the soul or the brain), there remains the problem of finding some feature or mark of this “seat” such that it is uniquely me and not some other person.  It can’t simply be a particular set of experiences and memories, since we are still left with the question of what makes any one experience mine rather than yours.  Could it be the attitude or character (that is, the way that consciousness responds to input)?  Is this what individuates one consciousness from another?  Common sense seems to push us back to the body: an experience is mine insofar as it happens to my body; consequently, persons are individuated on the basis of their bodies (to be specific: their nerve endings), and not their souls or brains or memories.








� 	To add an additional complication that we can’t pursue further here: What is it about my mind that makes it mine and not yours?  And what is it about my thoughts that make them mine and not yours — for example, my thought that “5 x 7 equals 35”, my desire to go back to bed, my mem�ories of my 18th birthday?  Can we share the same thought?  If we are both drink�ing from the same bottle, are we tasting the same thing?  If we are both contemplating the Py�thagorean theorem, are we contem�plat�ing the same thing?


� 	See R. N. Shepherd and J. Metzler, “Mental Rotation of Three-Dimensional Objects” in Science 171 (1971) 701-3.


� 	This is a horrible argu�ment.  It fails to notice that we might know the same thing in more than one way, and thus entertain contradictory beliefs about it; for instance, humans used to be�lieve that the morning star and the evening star were separate planets, when in fact they are both Venus, but appearing on different sides of the sun.  Another example: if you didn’t know that Mark Twain was a penname for Samuel Clemens, you could well hold the beliefs that Mark Twain was the most humorous author who ever lived and that Samuel Clemens was not an author at all, much less the funniest.


� 	One might, indeed, argue that the mind does have parts — after all, there are distinct abilities of thinking, feeling, and will�ing.  But Descartes claims that each of these is performed by the whole mind.


� 	Admittedly, this mechanical mind (as described) would be static.  To have experiences, neurons need to keep forming new synapses, and re-enforcing or degrading old ones.  So for this thought experiment to work, we need the mechanical replacements to be capable of re-aligning themselves — something more easily done at the software level than the hardware level, but certainly possible at the hardware level.


�	Julien Offray de LaMettrie, L’homme machine (Leyden, 1748).


� 	Alan Turing, “Computing Machinery and Intel�li�gence” (Mind, 1950).


� 	Cf. William Lycan’s “homuncular functionalism” as discussed in his “Form, Function, and Feel,” Journal of Philosophy, 78 (1981) 24-49.


� 	The relevant discussion is in his Nicomachean Ethics, Bk. 3, ch. 1.


� 	The legal distinction between sanity and insanity rests upon the concept of free will.  In the traditional legal test of mens rea, or “guilty mind,” criminal intent is essential to an illegal act.


� 	Laplace, A Philosophical Essay on Probabilities, transl. Truscott and Emory (New York: Dover, 1951), p. 4.   Laplace was actually an atheist, and claimed to have no need for God in order to make sense of the universe — to Napoleon, who asked him whether he believed in God, he replied: “Je n’ai pas besoin de cet hypothèse.”


� 	And then there are those puzzle cases.  Imagine someone who understands no English at all finding these three words ‘I am sitting’ scrawled on a bathroom wall, and pronounces the words: here, presumably, no proposition is being picked-out at all; something more has to happen than simply the noises being made.  This would perhaps be like someone playing a tape which has the words recorded on it; can the tape itself pick out the proposition?  Imagine that no one is in the room while the tape is playing.  Or imagine some snail leaving a trail of slime on the sidewalk that appears exactly like the words “I am sitting” written out in long-hand.  Is the snail making some proposition?  And if so, is it true or false?  Can snails even be said to sit?


� 	This metaphysical position is not to be confused with political libertarianism.  The latter emphasizes the political freedom of the individual over social and egalitarian interests, thus minimizing the role of the state. 


�	This argument was first advanced by Sir Arthur Eddington (1882-1944) in his Gif�ford Lectures delivered in 1927, and later published as The Nature of the Physical World (New York: Macmillan, 1929); see his discussion on pp. 228-29 and 294-95.


�	As a point of fact, most quantum physicists now incline towards the substantive interpretation.  This was the position taken by the “Copenhagen School” of Niels Bohr; Einstein, on the other hand, argued that “God does not play dice with the universe” and supported the methodological interpretation.


� 	The libertarian could reply here, however, that the occasional predictability of human behavior is fully compatible with human freedom.  We may often act according to our “character” or to those general human inclinations — and here our actions are predictable — but we do not always follow those actions, and so there will be some actions will indeed be free, and therefore unpredictable.


� 	Because of the causal indeterminism existing at the quantum level, this argument will need to be confined to natural events at the macro-level; but since human actions would all seem to occur at this macro-level, the argument, as such, should not be effected by quantum indeterminacy.


�	Dr. J. M. Harlow, as quoted in Antonio R. Damasio, Descartes’ Error: Emotion, Reason, and the Human Brain (G. P. Putnam’s Sons, 1994), p. 8.


� 	Based on Anthony Burgess’s novel of the same name.


� 	Cf. Christopher Jay Johnson and Marsha G. McGee, eds., How Different Religions View Death and Afterlife, 2nd ed. (Philadelphia: The Charles Press, 1998).


�	Book Two, ch. 27.  This chapter was added in the 2nd edition of 1694.  Christopher Fox (in his Locke and the Scrib�ler�ians: Identity and Consciousness in Early 18th Century Britain, Univ. California Press, 1989), argues that a crucial text for the modern emphasis on the individual was this chapter of Locke’s on identity, which “put personal identity and con�sciousness on the intellectual map.”


� 	Functional identity assumes some sort of material continuity, but not a material identity.


�	Although we can also make mistakes here, this being a stock element in many comedies.  Recall the fascinating case of Martin Guerre, which has since been made into a movie, as recounted in Natalie Zemon Davis, The Return of Martin Guerre (Harvard U. P., 1983).


�	This speaks to those religious beliefs opposing cremation or organ donation on the grounds that the ma�terial body must be preserved for a future resurrection.


�	Descartes had championed the view that our minds are never inactive, that they are always thinking to some degree (lest they go out of existence) — although Locke needs continuous conscious thoughts, and not even Descartes was willing to claim that these occurred.


� 	Another response to Reid’s puzzle is that transitivity would hold for persons only if they are real things, but persons might instead be a kind of non-transitive relationship.


�	Comparing a brain-transfer with a memory-transfer suggests an important difference between memories and the ability to acquire new memories.  If you feel that personal identity is most closely related to ac�tual consciousness, rather than to memories, then merely transferring memories isn’t enough to re-locate a person in another body; rather, whatever serves as the “seat of consciousness” must also be transferred, and the brain would seem to be the best candidate for this.


�	See Bernard Williams, “The Self and the Future” in The Philosophical Review, v. 79 (1970).


� 	We encounter here two senses of spatial location: My location in the space of experienced objects, and the theoretical space that I conceive my brain to be in, when I find myself without sensory inputs.





- 113 -





